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ABSTRACT
Bringing positive experiences to users is one of the key goals when
designing conversational agents (CAs). Yet we still lack an under-
standing of users’ underlying needs to achieve positive experiences
and how to support them in design. This research first applies
Self-Determination Theory in an interview study to explore how
users’ needs of competence, autonomy and relatedness could be
supported or undermined in CA experiences. Ten guidelines are
then derived from the interview findings. The key findings demon-
strate that: competence is affected by users’ knowledge of the CA
capabilities and effectiveness of the conversation; autonomy is in-
fluenced by flexibility of the conversation, personalisation of the
experiences, and control over user data; regarding relatedness, users
still have concerns over integrating social features into CAs. The
guidelines recommend how to inform users about the system ca-
pabilities, design effective and socially appropriate conversations,
and support increased system intelligence, customisation, and data
transparency.
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• Human-centered computing→ Human computer interaction
(HCI).
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1 INTRODUCTION
Conversational Agents (CAs) such as Alexa, Google Assistant (GA)
and Siri have become progressively integrated into our lives, as
evidenced by their increased use in homes and in sectors such
as education, healthcare, e-commerce and business. As much as
computers and smartphones have impacted our life and society in
recent decades, CAs are joining the stream of technology revolution
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[67, 68], which could bring us both benefits and negative effects.
On the one hand, CAs pose risks because the consequences of the
technological revolution are not always positive, similar to how
smartphones may become sources of distraction and poor-quality
sleep [75], not to mention the potential ethical, privacy and security
risks of AI products [16]. This reminds us of the need to design
CAs responsibly to reduce their potential negative impact. On the
other hand, CAs provide opportunities, for example, the hands-free
interaction brought by voice control and the potential to act on
behalf of users because of the intelligence. As CAs become more
ubiquitous, they will inevitably shape our behaviours and everyday
experiences. This indicates the need to understand how CAs could
be designed to facilitate the creation of positive experiences.

In the literature, there is increased interest in designing products
and technologies that lead to positive experiences and psychological
benefits [13, 22, 23, 39]. However, CAs have not yet been considered
in this body of work partly because they have only recently become
popular. As such, it is still unclear how to design CAs to create
positive and meaningful experiences. One route to achieve this
is to use Self-Determination Theory (SDT), a theory of human
motivation, which suggests that people become self-determined
and motivated to grow when their psychological needs are fulfilled
[71]. Prior work has shown that SDT [71] is effective at facilitating
the design process [39, 43, 62]. The SDT approach suggests that
considering the fulfilment of psychological needs (i.e. competence,
autonomy and relatedness) in design could result in substantial
benefits, including but not limited to enhanced user experiences
and human flourishing [62]. However, this theory has not yet been
applied to the design of CAs. It is unknown what users expect
from CAs regarding the three needs and how such needs could
be supported by design. It is worth noting that the three needs sit
among other psychological needs which also play important roles
in positive experiences. For example, Sheldon et al. have identified
ten needs that often exist in a positive experience [79]. Agreeing
with SDT, Sheldon et al. also recognise competence, autonomy and
relatedness as the most salient needs among the ten [79]. Overall,
SDTwas selected to be applied in this study because: 1) it is centered
on the three most basic human needs; 2) it interprets psychological
needs as means of achieving self-motivation and well-being [71]; 3)
it is effective at facilitating the design process [39, 43, 62], although
not yet applied to CAs.

Additionally, in the literature, most research insights are pre-
sented in the form of design implications or recommendations (e.g.
in [17, 29, 37, 54, 85]) which could limit the effective application
of these findings in design practice (e.g. whether the findings are
practical enough to support design work) [2]. Presenting research
findings as heuristics or guidelines, on the other hand, has shown
to be helpful in facilitating the design and evaluation of products.
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For examples, Nielsen’s usability heuristics [59] and Amershi et
al.’s AI design guidelines [2] have become useful resources for the
design of interactive and AI-infused products. However, there are
still no such guidelines for CAs in the academic community. Never-
theless, the growing number of articles on how to design CAs in
public domains, such as blogs [4, 9] or organisations’ best practices
[1, 36, 56] imply that such guidelines are in demand.

To fill these gaps, this research aims to apply SDT to develop
design insights and guidelines to help the design of positive and
meaningful user experiences with CAs. This was achieved through
two phases.

Phase 1: Apply SDT to inform CA design.
Achieved through in-depth interviews with 14 participants

which unpacked what the three psychological needs–competence,
autonomy and relatedness–mean to CA users and how to design
for these needs (Section 3).

• RQ1:What are users’ perceptions and expectations regarding
competence, autonomy and relatedness?

• RQ2: What aspects of CAs support or hinder the fulfilment
of these needs?

Phase 2: Derive guidelines from Phase 1 findings.
Achieved by consolidating and synthesising the findings from

Phase 1 into ten actionable guidelines, following a rigorous process
as outlined by Amershi et al. in [2] (Section 4).

• RQ3: How can CAs be designed to support users’ psycholog-
ical needs?

Applying SDT to drive CA research allowed us to create design
guidelines that are grounded in human needs and to bring psycho-
logical benefits to CA users. This study shows both the applicability
and benefits of applying established psychological theory such as
SDT to the domain of CA research, paving the way for theoretical-
based research on CAs.

2 RELATEDWORKS
2.1 The Design of Conversational Agents
In the literature, conversational agents (CAs), sometimes also re-
ferred to as “virtual assistants” or “digital assistants”, are considered
as applications that provide assistance to the user by “answering
questions in natural language, making recommendations and per-
forming actions”[3, 40, 54, 85]. Some commonly seen examples are
Alexa, Siri and Google Assistant. In the last five years, the rise of
CAs has made it evident that they can potentially influence many
aspects of our lives. For example, businesses frequently choose
to integrate CAs into their enterprise platforms to improve cus-
tomer service or to promote productivity and collaboration at work
[5, 8, 12, 49]. Beyond business, students can participate in group
discussions moderated by CAs [83], and families can play games
and have fun with CAs [7]. This indicates an urgent need to un-
derstand how this technology affects our experiences and how to
design CAs to promote positive effects and mitigate negative ones.

Despite fast advancements in recent years, there is a long tra-
dition of study regarding the design of intelligent agents. In 1994,
Norman has posited that the main challenges of designing intelli-
gent agents are not technical but social, that is, how people interact
with and perceive agents [60]. This argument is still relevant today.

In his paper [60], Norman outlines four important areas: 1) the
user’s feeling of control, i.e. ensuring that the user is in control of
the system and comfortable with the agent’s automated actions;
2) the accuracy of expectations, i.e. accurately depicting what the
capabilities of the agent to minimise false hopes; 3) privacy con-
cerns, i.e. easing the disturbing thoughts of many individuals that
intelligent agents may have access to their personal information
and financial activities; and 4) human–agent interaction, i.e. provid-
ing satisfying interactions with users so that they feel comfortable,
natural and in control.

More recently, with the proliferation of CAs, the body of
work pertaining to the design of CAs has begun to grow (e.g.
[10, 14, 17, 29, 37, 42, 48, 54, 83, 85]). Some of the work has cen-
tred on human–agent conversations. For example, Porcheron et al.
[63] have suggested that CAs should deliver resourceful responses
which include cues about what the system was doing, why it was
being done, and what was likely to be done next [25]. Myers et al.
[57] have summarised four types of obstacles that users encounter
during voice interaction–Natural Language Processing (NLP) er-
rors, unfamiliar intent, system errors and failed feedback–and found
that users handle these obstacles differently. Users speak louder or
slower when they encounter NLP errors, whereas they are more
likely to quit, settle (i.e. accept the flaw) or restart when they en-
counter the other types of obstacle.

Others have considered the modalities of human–agent inter-
action. For example, the graphical interaction in mobile CA apps
may differ from voice interaction with a smart speaker. Consider-
ing these various interactions requires a focus on diverse contexts
of use, such as different places (e.g. in a car, at home, at a work-
place and in public) or different devices (e.g. smart speakers, smart
phones, smart watches and TVs) [85]. Cowan et al. [20] have sug-
gested switching between modalities when the context changes.
For example, screen-based interaction should be minimised when
moving into contexts that require hands-free operation. Moreover,
researchers have provided suggestions to improve the fluidity and
seamlessness of interactions, especially when integratingwith third-
party services [20, 85]. This is because failing to do so often inter-
rupts users’ hands-free operation, thus causing negative emotions,
such as frustration.

Design recommendations have also been made that focus on
revealing system adequacy and limitations [54] to help users estab-
lish accurate perceptions of CA intelligence. Such perceptions are
often affected by how the system presents itself and information
to the user, for example, the user interfaces or the ways in which
the system delivers information to users [15]. This suggests that
intelligence and limitations of CA systems be conveyed through
these interactions.

The design of CAs also benefits from learnings on a broader spec-
trum of research on AI and interaction design in general. Within
the scope of human–AI interaction, Horvitz [41] has proposed de-
sign principles for integrating automation with direct manipulation
interfaces, such as considering uncertainty about a user’s goals, al-
lowing for efficient invocation and termination, employing socially
appropriate behaviours for agent–user interaction and continu-
ing to learn through observation. In recent years, the number of
studies regarding various AI design topics continues to increase,
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for example, transparency and trust [50, 66, 69, 81], personalisa-
tion [24, 30, 34], predictability and accuracy [35]. Most recently,
Amershi et al. have derived 18 AI guidelines, which aim to help the
design and evaluation of AI-infused systems [2]. Such guidelines
are timely and a necessary complement to the general UI guidelines
such as Nielsen’s ten usability heuristics [58] due to the unique
characteristics of AI technologies. For example, automated systems
may have unpredictable behaviours and be disruptive or untrust-
worthy. Therefore, the traditional UI guidelines may not be fully
applicable to AI systems, and new guidelines are needed.

Despite major improvements in the technologies, there is still
a significant discrepancy between users’ expectations and actual
experiences with CAs [54]. How this discrepancy can be remedied
remains unexplored. Moreover, most of the CA design insights
discussed above are not expressed as actionable guidelines, which
could limit their usefulness to be applied in real-world design prac-
tice. The value of articulating guidelines is present in examples such
as the usability heuristics [59] and AI guidelines [2]. However, these
guidelines are not fully adequate for CAs as they are intentionally
designed to be general rather than specific [2]. The conversational
interface of CAs presents new challenges and opportunities for
designers, necessitating the provision of guidance regarding the
design of conversational experiences.

2.2 Self-Determination Theory (SDT) and its
Implications for Design

The design of positive experiences is strengthened when it supports
people’s psychological needs. For example, Hassenzahl et al. have
utilised a set of needs, derived from thework of Sheldon et al. [79], to
support experience design [38, 39]. The notion of needs satisfaction
suggests that designers need to understand user expectations in re-
lation to the needs and design to meet the expectations. Among the
ten needs stated in [79], competence, autonomy and relatedness are
the most salient and fundamental ones. SDT is a theory of human
motivation that is centered on these three needs [71]. It posits that
the fulfilment of competence, autonomy and relatedness will moti-
vate the self to seek optimal function and growth. Using SDT, this
study explores how the three basic human needs can be fulfilled in
CAs by design. SDT was selected because it positions psychological
needs as basic motives rather than mere experiential requirements
and it has been successfully used to guide the design of interactive
applications to achieve positive experiences (e.g. in [39, 43, 62]).

In SDT, competence describes “people’s inherent desire to be ef-
fective in dealing with the surrounding environment”, which is the
desire of feeling capable and effective [21, 82]. Autonomy describes
“people’s universal urge to act in accord with their integrated in-
terest and values” [21]. Relatedness describes “the propensity to
experience the sense of belongingness and connectedness to others”
[6, 21]. The three needs have shown to be predictive and reliable
mediators of motivation, engagement and well-being [72, 80].

In design, the three needs often act as mediators which can
be tweaked to improve the user experience. Specifically, they can
be used as inspirations or criteria to adjust and evaluate a design
[13, 62]. For example, Jansen et al. used SDT to develop engaging
digital coaches to help users achieve their fitness goals [43]. In their
study, SDT was applied to prepare and analyse user interviews and

gather insights on how to increase the three needs through the
digital coach. SDT was also applied to evaluate wearable activity
trackers to improve product satisfaction [46]. The evaluation asked
whether the product increased the feeling of mastery (competence),
provided meaningful choices (autonomy) and facilitated the connec-
tion between the user and others (relatedness). In this way, specific
features of the product were measured against the satisfaction of
the psychological needs and adjusted accordingly to improve the
user experience [62].

Previous research has shown that the sense of competence can
be enhanced by offering optimal challenges, positive feedback or
opportunities for learning [62]. For example, in video games, com-
petence can be reflected in the controls being “intuitive”, meaning
that the controls should be easily mastered and not interfere with
one’s gaming experience [73]. Competence is also reflected in the
perceived difficulty or novelty of a game, suggesting that designs
should offer new difficulty levels that promise opportunities for
learning [52, 62].

Autonomy is affected by system capability, complexity, misrep-
resentation and fluidity in software systems [31–33]. Friedman
explains that user autonomy can be undermined if the system does
not provide the necessary capabilities to help users realise their
goals [31]. A loss of autonomy may also happen when users are
given inaccurate information about the system or that the system
does not adapt to the users’ change of goals over time. Moreover, au-
tonomy can be improved by providing users with sufficient choices
and options [73] or by enhanced personalisation [70]. Beyond the
interface level, autonomy is also facilitated by technology augment-
ing users’ abilities to pursue personal goals and values, such as
assistive technologies, behaviour change technologies or produc-
tivity tools [62].

Relatedness is enhanced when a product facilitates social inter-
action (e.g. communication tools enable long-distance connection
to loved ones) or plays a symbolic role (e.g. Coca-Cola reminds
us of a childhood family dinner, thus connecting us closer to our
family) [86]. The first way concerns the “communication” function
of a product, which the majority of research has focused on. For
example, it has been suggested that designs should be meaningful
and satisfy genuine relatedness rather than the mere semblance of
connection [78]. The second way concerns the “symbolic” function
of a product. This function reminds people of their past memories,
which evokes the feeling of connectedness. For example, a family
car could be a symbol of love because of the many family trips
together in the car [86].

Although SDT shows positive promise to help with the design,
it has not yet been explored in the context of CAs. This suggests
an opportunity that motivated this research.

3 PHASE 1: APPLY SDT TO INFORM CA
DESIGN

This phase explores how CAs could support or hinder the fulfilment
of competence, autonomy and relatedness.

3.1 Method
Semi-structured interviews were conducted in early 2019. All inter-
views were carried out online via Zoom and were audio-recorded.
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Table 1: Participants’ information

Previous CA experience
P# Age Gender Occupation CA type Duration of use Frequency of use
P1 28 F PhD student Google Assistant 1–3 yr. Daily
P2 49 F Clerical officer Alexa 1–6 mo. Every other day
P3 37 M Support worker Alexa 1–3 yr. Daily
P4 24 M Shipping analyst Alexa 6–12 mo. Daily
P5 34 F Pharmacy assistant Alexa 1–6 mo. Daily
P6 34 F Teacher Alexa 6–12 mo. Daily
P7 26 F Services coordinator Google Assistant 1–3 yr. Every other day
P8 26 F Data entry clerk Alexa 1–6 mo. Daily
P9 36 M Copywriter Google Assistant 1–3 yr. Daily
P10 38 M IT specialist Google Assistant 1–3 yr. Daily
P11 37 M Marketing director Google Assistant 1–3 yr. Daily
P12 50 F IT specialist Cortana 1–6 mo. Every other day
P13 25 M Business analyst Alexa 1–3 yr. Daily
P14 43 F Property administrator Google Assistant 1–6 mo. 2–3 times a week

Each session took approximately 60 minutes. Fourteen participants
were interviewed (10 with undergraduate degree, four with post-
graduate degree; 11 from Europe, one from Asia, two anonymous),
see Table 1. Participants were recruited through the “respondent.io”
platform. They were selected based on general experience with CAs:
the type of CA they use most frequently (if more than one); and the
duration and frequency of use within the past week. Participants’
consent was collected prior to each interview session. They were
paid $15.00 each for taking part.

3.1.1 Study Design. In the interview session, after warming up, we
asked the participant focused questions around competence, auton-
omy and relatedness. Questions were informed and adapted from
Peters et al.’s work [62] where they describe how psychological
needs can be examined in technology-based experiences. For exam-
ple, the satisfaction of needs can be assessed by asking whether “the
user feels capable of using the technology” (competence), whether
“the technology provides the user with useful options and choices”
(autonomy) and whether “the technology makes the user feel con-
nected to other people” (relatedness). Therefore, in this study, a
set of interview questions were used to investigate each of the
three needs as follows. To explore competence, questions were
asked around the user’s capability of and effectiveness in using the
agent (e.g. “To what extent do you feel capable of using the CA
and why?”, “To what extent do you feel you know enough about
the capabilities and limitations of your CA?”, “Reflecting on your
conversations with the CA, how satisfied are you with the way
you ask questions and the answers you get? Why?”). To explore
autonomy, questions were asked around the user’s feeling of con-
trol and flexibility (e.g. “How much control do you think you have
over the agent?”, “What does control mean to you in the context
of using the CA?”, “How much flexibility do you have in your con-
versations with the agent?”). Concerning relatedness, questions
were asked around the feeling of connectedness to other people
and belongingness to the community (e.g. “To what extent does
the agent make you feel connected to other people?”, “What are
your thoughts on the agent connecting you with the communities

that you are in?”, “Do you have any expectations or concerns in
terms of connecting with other people through the CA?”). It is also
worth a note that follow-up questions were asked in response to
participants’ answers.

3.1.2 Data Analysis. The interview data were transcribed and
coded following an iterative and inductive thematic analysis. The
analysis involved two researchers. Researcher 1 performed the ini-
tial analysis and identified the first set of codes and themes guided
by the six phases outlined by Braun and Clarke [11], while re-
searcher 2 was invited to discuss and refine the codes and themes
over several sessions throughout the analysis process until any
disagreements were resolved and consensus was reached. The data
were analysed and coded to interpret users’ perceptions and expec-
tations of each of the three needs as well as the aspects of the CA
that may support or hinder the needs.

Taking competence as an example, we first analysed the fac-
tors affecting users’ sense of competence, in other words, what
made people feel more (or less) competent. The data showed that
competence is affected by how much the users know about the
CA capabilities. Participants felt less competent if they thought
that they knew little about what the CA can do. We then analysed
the reasons causing this feeling. The data showed that new CA
capabilities are emerging rapidly so users are often left unaware of
what the CA can do. Following this, we analysed the consequences
there may be, beyond decreased competence, if the issues are not
addressed. The data showed that knowing little about the CA could
lead to decreased engagement with the CA. The same process was
also applied to the analysis of autonomy. Relatedness was analysed
differently because most participants reported that they felt related-
ness was not supported by CAs yet. Hence, the data mostly involved
discussion on the potential values of the CA to support relatedness
and users’ major concerns of implementing social features in CAs.
The analysis was, therefore, structured around the CAs’ values and
users’ concerns. After this process, the codes were condensed into
larger, overarching themes. The themes were then reviewed by five
other researchers with expertise in HCI in the authors’ institution
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and the feedback used to further refine them. Finally, connections
were established between the themes, which led to the key findings
presented below.

3.2 Competence in CAs
The findings show that the users’ sense of competence was often
affected by (a) how much they thought they had made full use of
the CA capabilities and (b) how effectively they communicated with
the CA.

A) Making full use of the CA capabilities
The feeling of competence was undermined when participants

felt they did not know all the CA capabilities, in their own words,
“not using the CA to the fullest”: “because I feel I got a lot more
to discover in its functionality” (P5) or “haven’t really looked into
anything other thanwhat I use it for” (P4). In general, the participants
felt they only knew and used the basic functions of the CA or the
ones they were already familiar with: “I know it can set alarms and
play music, so I use these functions. I don’t know what else I can do
with it. I haven’t been given this knowledge” (P1).

This was likely caused by how the participants had discovered
and learnt the CA capabilities. Often, the participants had discov-
ered new skills or capabilities by surprise: “For a long time, I didn’t
know it [Alexa] can give definitions of words. Once, I asked the defi-
nition of a word, and it responded with a really good answer. I was
like, ‘Wow, I should do this more often”’ (P13). Other times, the par-
ticipants had discovered new uses online or from their friends: “We
played games with it [Alexa] over Christmas. We didn’t even know the
games existed. Someone at work told me, so we gave it a try” (P5). The
fact that new capabilities kept emerging made users feel that they
were not fully aware of what the CA was capable of. Despite the
resources available online, the participants reported having little
interest in approaching these resources actively, as this was often
perceived as a huge effort, and the motivation to learn was low: “[I
don’t need to learn new skills] there’s nothing I can’t do by myself
with my phone or laptop” (P12).

The extent of the users’ knowledge of the CA capabilities could
affect their engagement with the CA. As a result of insufficient
knowledge, some participants had resigned to the fact that they
should only use the basics of the CA. Others had wished for a fast
and easy way to gain an overview of the capabilities: “I’d like a
list of all the things it can do” (P8). On the contrary, knowing more
about what the CA can do encourages the user to use it more often:
“When I realised what I could actually do with the assistant, I thought
I would have used it more” (P14). Setting realistic expectations has
been found crucial when introducing new capabilities to users. In
the first few interactions with a CA, over-promising or failing to live
up to the user’s expectations may eventually decrease engagement:
“The versatility and understanding were what we expected. But now
it’s much less than what we thought it was. At first, I was asking for
anything to see what would happen. But now I’ve just kind of resigned
myself to the basic functions” (P8).

The above findings suggest three implications. The first is to
provide an overview of the CA capabilities, ideally highlighting
what a user has and has not tried. The second points to in-context
education, which involves introducing relevant capabilities to users
from within the conversation when that capability may be needed;

this reduces the effort required for learning from outside resources.
The third is to help the user set accurate expectations about the
CA’s performance.

B) Communicating effectively with the CA
The participants felt less competent when effective communi-

cation was hindered. The data showed that the participants’ con-
versations with the CA were somehow shaped and restricted by it.
They had to ask questions in a certain way to obtain the answers
they needed, and they hardly had any control over what responses
they would receive from the CA. For example, the participants had
learnt to only ask very specific and structured questions: “We have
to be very specific about the questions we ask” (P8) or “be careful
about how you structure your questions” (P11). This participant was
aware of the fact that talking to a CA was not the same as talking
to a human being: “You can’t ask a question like you’re speaking
to a normal person. If you don’t get the right answer, you have to
restructure your question”.

There are a few reasons thatmay hinder effective communication.
It could be due to a lack of robustness in voice recognition or
weakness in the interpretation of complex sentences (e.g. the ability
to retrieve or keep context like in human conversations): “It doesn’t
understand the context correctly. It just gives an unrelated answer”
(P11). Another reason could be that the responses from the CA are
often too robotic, lacking conciseness and specificity: “I once asked
about the sweetness of a new type of blueberry. It responded with
an excerpt from Wikipedia. But that’s not what I wanted. A human
wouldn’t do that. A human would just tell me how sweet it is. What I
wanted was something more concise, not a scientific description. The
same goes for films” (P1). This participant was expecting a more
human-like response, a concise and direct answer rather than a
search result.

Not addressing these issues may cause negative consequences.
First, future engagement could decline. Users could be unwilling
to use more advanced features: “I often use it [the CA] for dictation.
But for anything related to the long form of writing, I would rather
do it myself because it just can’t work” (P7).

Second, users may have less confidence in the CA, further pre-
cluding the accomplishment of more advanced tasks, for example,
shopping via the CA: “If I ask it to buy a film ticket, I wouldn’t just
give it the details and presume it’s going to do it. I would still feel I
need to watch over what it’s doing; double-check that it’s gone to the
right place” (P7). P12 expressed similar concern for writing email:
“I won’t trust it 100% to write and send an email”.

Third, it may affect young children who are learning how to
communicate–children may mimic the way they talk to the CA in
the real world. As mentioned above, the participants had learnt to
speak to the CA in a certain way. Such way of speaking requires
being specific, direct and not always polite: “You need to be quite
direct at it like, ‘Show me this”’ (P7). In this way, they were found to
achieve effectiveness of communication at the expense of politeness.
In particular, P7 said that she had learnt such a way of speaking
from the CA: “I have learnt how to do it. There are words that it
prefers”. This shows that the participants had adjusted themselves
to the way of talking that worked. During this process, the system
(i.e. the CA) was teaching, or at least shaping, a style which worried
P7: “If you had a child, that would be a problem. We don’t want them
to talk to people like that in the real world”.
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The findings suggest the following implications. First, the ro-
bustness of voice recognition should be improved to eliminate the
need for a slow and clear talk. Second, the automatic retrieval of
contextual information should be improved to reduce the need for
specificity for every query and increase the opportunity for a more
natural way of speaking. Third, more human-like responses need
to be provided; these should be concise and straightforward. Fi-
nally, CA designers should take responsibility for eliminating the
negative impacts of externalities on users. CA designers need to
appreciate the fact that CAs are used by all age groups, and they
can potentially shape how people (especially young children) talk
to each other.

3.3 Autonomy in CAs
The findings show that the users’ sense of autonomy was often re-
flected by their (a) having control over the conversation, (b) having
a personalised experience and (c) having control over their data.

A) Having control over the conversation
User autonomy was reflected by whether they had control over

their conversation with the CA, specifically, concerning how they
asked questions and what responses they received: “Control to me
means how I ask the CA a question, and how it responds to me” (P14).
The data showed that such a sense of control was limited, and
the interaction was more driven by the CA rather than the user.
To be more specific, the participants reported having insufficient
flexibility in how they could ask questions, and they felt they had
no control over how the CA responds.

The flexibility was restricted because the usage of the CA was
often engineered by the manufacturer, leaving the user no other
alternatives. Thus the users had to adapt to the CA’s way of opera-
tion and had little control themselves: “Companies decide how the
CA works, not me. . .if you have a couple of alarms on and want to
change the time of one, you have to cancel the alarm and set up a new
one. It has to be done in this way because it’s engineered in this way.
I don’t have much control over that. . .this is not really how I want
her to work” (P8). Natural conversation was also said to be limited.
The users were not able to talk freely to the CA as they tend to do
to a human being.

The perceived lack of control was often caused by the responses
being unpredictable and inconsistent, and a lack of sufficient ex-
planation for the CA’s behaviour. Sometimes the participants felt
frustrated about the unexpected results: “Often it comes with a sur-
prise. I think I needmore control because I often cannot get what I want”
(P1); “You ask the same thing three days in a row. It will have three
different ways of doing it” (P7). Additionally, lacking explanation for
the CA’s unpredictable action can lead to a feeling of powerlessness:
“It [Alexa] is so itself. It’s doing whatever it wants. If we ask it to turn
on the TV, it doesn’t do it, and we don’t know why” (P6).

One way to address the above issues is to allow users to
customise how they want to ask questions and what responses they
wish to receive. The concept of “routine” is one useful example.
Routine is introduced in Google Assistant, Alexa and Siri (named
shortcut). The idea is to allow the user to set up a trigger phrase
or command for a routine (e.g. “good morning”) and define what
actions to receive in response to that command. For example,
when the user says, “good morning”, the CA would start playing

the news, followed by the weather forecast and the schedule of
the day. The user can set up their favourite actions in specific
orders or even customise what news resources they wish to
include.

Some participants mentioned they had used the routine feature
and found it useful in the following ways. First, since it gives the
user options to customise responses, it increases the chance of ob-
taining expected and consistent answers: “It’s quite valuable as I see
a lot of potential in getting consistent results” (P1). Second, routine
allows the user to adapt the use of the CA to their own lifestyle,
thus using the CA in accordance with their own values, for example,
to make a productive day: “I’d use it for scenarios like starting my
workout playlist. And when I start to work, it could know me well
and play a different playlist” (P12), or to have a relaxing evening:
“when I say, ‘good evening’, it could start my evening cooking routine
with music” (P8). However, the routine idea works best when there
is a sequence of actions related to diverse capabilities. This idea
could gain more value if also made applicable to a single capability,
meaning that the user can customise the trigger word and responses
for a particular action. This way, the control is pushed towards the
user’s end. For example, this is what P5 hoped about her daughter
using the CA when doing her homework: “She’s learning synonyms,
so she asks a lot like, ‘What’s another word for happy?’ If she can
define the question herself, say, ‘It’s homework time’, then when she
says ‘Happy’, Alexa will automatically suggest alternative words
for happy”.

The above findings suggest three implications. First, provide
users with options to customise their conversations with the CA, as
shown by the routine feature. Second, consider adding explanations
for the CA’s responses, especially when things go wrong. Third,
improve the robustness of the technologies (e.g. NLP) to better
understand the human language.

B) Having a personalised experience
The sense of autonomymanifests itself in having personalised ex-

periences, which is made possible by an intelligent CA. This means
that, among others, the CA learns about the user over time and can
provide responses consistent with their preferences: “Each time I
ask Alexa to play that song, I have to specify which version I would like
to listen to. Since I’m always asking the same thing every single day,
Alexa should know by now that I want this version of the song” (P6).

However, in reality, CAs are still making independent decisions
in most cases without considering the user’s preferences and habits:
“But nowwhen I say the name of that song, Alexa still plays whatever it
wants” (P6). This is not uncommon. Most participants thought their
CA was not intelligent enough to provide personalised responses:
“Everything is input manually rather than automatically” (P10).

A perceived balance between control and intelligence is worth
noting. On the one hand, a user with more control could lower
the CA’s intelligence, as this means the CA does what it is told to.
On the other hand, users wish for some form of personalisation
which requires the CA becoming intelligent and making decisions
on their behalf: “I think having more control over it means lowering
its intelligence level and letting it do what I want it to do. But my less
control means a more intelligent CA hiding more details from me”
(P1). Control and personalisation may be in conflict with each other,
especially in cases where people’s personal preferences change over
time: “Sure it can notice some pattern. But humans are always doing
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things slightly off. I often drink coffee for breakfast, but sometimes I
drink tea” (P7).

The findings suggest two implications. First, improve the intel-
ligence level of the CA, for example, increasing the accuracy in
detecting the user’s intentions based on what the user asks. Second,
learn about the user’s habits and preferences from past conversa-
tions and use this learning to provide responses that are tailored to
their needs; allow the user to give feedback or take control when
necessary, for example, ask the user for confirmation when the CA
is unsure about the answer.

C) Having control over data
The sense of autonomy is also largely affected by whether the

user has control over their data. Most participants talked about
their concerns: “I don’t feel like I’ve got any control over it. I’m sure
it’s listening in the background and spying on me” (P5); “I don’t know
whether she’s listening all the time, even if she’s not responding to
any commands” (P6).

A lack of control over data leads to diminished trust. Some par-
ticipants, for example, had decided that they would not put a CA
speaker in the house because they did not trust it enough: “I don’t
have Google Home speaker in my house because I don’t trust that
I have total control of it” (P7); “It’s the reason I don’t have Google
or Alexa at home because, you know, there’s always this conspiracy
that they’re listening to you all the time” (P12). Other participants
would switch the power off if they were concerned about their
privacy: “If you don’t want Alexa to be involved, you switch it off ”
(P2). There were also participants who had accepted this situation
and admitted that this was part of what they had bought: “I don’t
like the idea that it’s collecting data on me, listening to my conver-
sations... But I guess it’s just part of what I paid for” (P4). Despite
this, they expected some transparency: “Ideally, I would like to see
exactly what has been set up. At the moment, it gives you a history of
what you asked. It would be good to see what data have been sent to
Amazon to see how they deal with the data and how the algorithms
work” (P3).

To address this concern in design, the findings suggest one im-
plication. The user should be given more control over their data,
for example, by allowing the user to view what data was collected
by the CA, where the data was stored, and giving the user access
to edit and delete their data if they wish to.

3.4 Relatedness in CAs
When asked whether the CA hadmade them feel connected to other
people, very few answers were in the affirmative. One common
reason is that hardly any functionality supports communication
between people, nor is connecting with other people the main
motivation for using the CA: “I don’t expect this. I wouldn’t use it
[to connect with other people] because I have my phone. I don’t think
Alexa is built for that” (P2).

Although social functions are not fully available in (or may not
be designed for) current CA systems (until the date of this study
in early 2019), the data revealed three roles that CAs may play in
supporting relatedness. It is worth noting that the participants had
mixed views on these roles. The following section presents these
roles in detail, elaborating on both the CA’s benefits and the users’
concerns.

A) CA as a communication tool (messaging and calling
between individuals)

CAs could be used as communication tools to send messages and
make calls or video chats. For example, Alexa has a “Drop” feature
that allows users to talk to their contacts who also have the Echo
device. The value of CA resides in the voice control, which makes
it easier and faster to launch the communication channel.

Other than this, the participants found little value in using the
CA as a communication tool. Three reasons were cited. First, they
would not consider switching from the tools they were already
using: “I’d rather text or call. I doubt I would have the desire to
use Google Assistant to message or make a call. I don’t think that’s
something I will change what I do now” (P14). P5 did not consider
this either because this was not why she had bought the CA:
“This is not the reason we got Alexa. Especially for family, I’d much
rather have that personal connection”. Another reason concerns the
robustness of the system: “I’d not be quite confident about asking
the CA to make phone calls. A lot of my friends don’t have regular
English names. It would probably not recognise their names correctly”
(P11). Furthermore, many smart speakers lack a visual interface,
which makes the CA less helpful in messaging. Sending messages
via voice is less interactive because it is difficult to send emojis and
other visual elements: “I probably won’t use it for communication.
I would use text messaging and the phone because it’s easier to send
funny messages and select images through text apps rather than
voice” (P10).

The findings suggest that these issues need to be addressed
before and during the implementation of social-related functions.
Specifically, it is worth considering (1) the distinguished values that
CAs may bring compared with traditional communication tools,
(2) ways to gain users’ confidence in utilising social functions on
CAs and (3) ways to eliminate the limitations brought by the lack
of visual interface.

B) CA as a voice interface to social channels (interacting
with groups and communities)

Although most participants were reluctant to use the CA for
individual communication, they did see value in connecting to
social channels via their CA when it was about receiving news
updates from groups or communities. This means that the user
interacts with their social channels through the CA (e.g. listening
to community news and posting messages to group channels). The
voice interface of the CA makes interactions such as posting and
commenting easier, which is especially helpful when the user needs
to stay active in their groups. For example, when at work, “it can
connect to my slack, so I can ask it to read or reply to my message”
(P13). This also benefits parents by allowing them to stay active in
their children’s school community: “The school has a Facebook group.
If using the assistant, I may communicate more in the group.” (P14).
Moreover, the CA has the potential to pre-process information
before delivering it to the user, for example, filtering out redundant
or irrelevant information. In the study, a mum of two mentioned
that she often receives duplicated notifications from the school:
“We have the school app, emails and text messages. . .We parents do
get a lot of the same information. If you have more than one child, you
get the same information many times. . .” (P14). CA as an interface
to the school channel has the potential to remove the duplicates.
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Importantly, it is worth noting the users’ concerns. First, the
users did not adequately trust the CA for posting their comments on
social channels, largely due to a lack of confidence in its robustness:
“My worry would be if I was having a conversation in a house and the
CA picked up something randomly in the background, transcribed it
and put it on the social media, I’d be uncomfortable with that” (P10).
Since this regards the user social profile, users want to be 100% sure
before any action is taken: “I’d need to be 100% confident about what
I say and 100% sure it goes on the right platform” (P10).

Second, the users were concerned about accessing social
channels in shared environments. Often the CA is shared by the
family. The users did not think it was appropriate for their children
to listen to their social interactions. Moreover, a social account
usually belongs to one individual. It is hard to use one shared
device for all adults in the family: “It’s a family device. I don’t really
want my daughter to access my social media. Plus, my husband and
I have separate social media accounts. We’ve got different interests,
so different things come on our news feeds, and not all of our friends
are mutual” (P5).

Third, the users were uncomfortable about sharing data. In the
case of social accounts, not only are the users’ data accessible to
the CA, their friends’ and family’s data may be revealed as well.
The participants found this intrusive and unsettling: “No, I wouldn’t
like it at all. It’s intrusive because that means the assistant can access
my social accounts. That would allow the assistant to read and learn
about my friends. They haven’t given any permission for that” (P6).

Lastly, there were concerns about the lack of a visual interface.
This undermines the usefulness of interactions, for example, for
showing pictures and other visual elements.

Therefore, it is worth considering the following in CA design:
first, ask for user permission before launching its social-related
features, as these features may appeal to some, but not all, users;
second, address the above issues before the development of features
related to communication, making sure that the values outweigh
the concerns.

C) CA as a facilitator of social activities
CAs can also support relatedness by facilitating fun and engaging

social activities. This allows family members or friends to bond
with each other. For example, using the CA to play games with
family members helps parents to bond with their children: “The
only thing that has something to do with connection is that we use
it to play games. Together we try to get an answer to the game” (P5).
Another example is that talking to the CA was found to break the
ice between people or to invoke an interesting conversation: “That
would be a social thing; like ‘Showing what GA can do’ could be the
topic of a conversation with friends when they’re visiting” (P11).

Although CA may not have intentionally been designed as a
facilitator of social activities, this finding highlights CAs’ implicit
values and opportunities associated with social activities alongside
their primary functions. These benefits give more prominence to
“designing experiences” than “designing products”. In other words,
the design of the CA should begin with contemplating the experi-
ences it can create, followed by concentration on designing product
functionality. As the data show, CAs have the potential to enrich
social interactions and bring additional social benefits. It is, there-
fore, useful to be aware of such benefits and, if possible, turn them
into explicit designs in the future.

4 PHASE 2: DERIVE DESIGN GUIDELINES
This phase translates the findings and implications from Phase 1
into design guidelines.

4.1 Method
First, we took the implications from Phase 1 and filtered out those
that pertain more to technology advancement than design, such as
“improve the robustness of voice recognition”, “improve the intel-
ligence of CA” and “improve NLP technologies”, as they were out
of the scope of this research. This step resulted in ten implications.
Then we organised them into four categories based on the phases
of user interaction identified in [2]: “initially”, “during interaction”,
“when wrong” and “over time”. Next, we translated the ten impli-
cations into actionable design guidelines following the guidance
outlined in [2] such as “written as a rule of action; starting with
a verb; accompanied by a one-sentence description that qualifies
or clarifies any potential ambiguities; not contain conjunctions”.
Finally, the guidelines were discussed, reviewed and iterated by the
authors of the paper until an agreement was reached.

Note that relatedness was not taken into account in the creation
of the guidelines. There are two main reasons. First, unlike com-
petence and autonomy, relatedness depends heavily on particular
features of the product, that is, features that allow users to commu-
nicate or interact with one another. However, such features were
not part of CAs when the study was conducted. Second, capabilities
linked to relatedness were not always expected in CAs. The findings
from Phase 1 showed that participants had little motivation to use
CAs for social purposes. Considering relatedness differently than
the other two needs is not uncommon. For example, in Peng et al.’s
study [61], relatedness was excluded for similar reasons. Despite of
this, and given that the development of social capabilities in CAs is
still in its infancy, it is useful to discuss the possible challenges and
opportunities for CAs to support relatedness. These insights (as
presented in Sec. 3.4) could help the design of CAs’ social functions
and the development of associated guidelines in the future.

4.2 Design Guidelines for CAs
The ten guidelines are presented in Table 2 and discussed in detail
below. The first six guidelines were developed from implications
relevant to competence and the other four from implications rele-
vant to autonomy. It is worth noting that, psychological needs often
co-exist in human experiences with various degrees of salience [79].
This means that although competence (or autonomy) may be the
dominant need that is fulfilled through application of a guideline,
the other need could also be satisfied.

Initially G1–G3 concern educating users about the CA’s capabil-
ities.

G1. Provide a personalised overview of CA capabilities:
help the user gain a full picture of the capabilities compared to
what they already know. Given the fast-growing number of capa-
bilities, users need a way to access an overview of what the CA
can do, ideally highlighting what they are already familiar with,
what is new and what is relevant to them. In current CAs, available
capabilities are often shown in a summary page organised into
categories such as “things to try”, Figure 1 (a). A page like this only
partly helps the user understand what they can do with the CA
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Table 2: Design Guidelines for CAs

Initially G1: Provide a personalised overview of CA capabilities.
Help the user gain a full picture of the capabilities compared to what they already know.
G2: Introduce new capabilities in-context.
Make it convenient for the user to discover and access relevant capabilities.
G3: Reveal how well the CA can perform when introducing new capabilities.
Help the user set accurate expectations about the CA capabilities.

During interaction G4: Learn about the conversational context to maintain the flow of a conversation.
Help the user have effective communication with the CA.
G5: Present responses in a concise and informative way.
Make it easy for the user to retrieve information.
G6: Talk politely.
Encourage polite and socially appropriate conversation style.

When wrong G7: Provide an explanation regarding why the CA cannot complete a task.
Help the user understand the current system status.

Over time G8: Learn about user habits over time from past interactions.
Help the user obtain tailored services from the CA.
G9: Provide users with options to customise the commands and responses.
Allow the user to have more control of the conversation when needed.
G10: Provide opportunities for user data management.
Allow the user to view and manage their personal data.

due to the generic organisation and the lack of a personalised view.
A personalised summary, on the other hand, could be more infor-
mative. For example, the categories could be reordered or tailored
according to the user’s usage history and preferences instead of
using generalised categories.

G2. Introduce new capabilities in-context: make it conve-
nient for the user to discover and access relevant capabilities when
needed during the conversation and concurrently with the flow
of actions. For example, the CA may recommend cooking-related
capabilities while the user is asking about dinner ideas. In current
CAs, new capabilities are often introduced through a “what’s new”
page, Figure 1 (b). Unlike in-context introduction, this approach re-
quires the user to exit their ongoing conversation with the CA and
find the “what’s new” page independently. This research suggests
considering when and how a new capability is introduced.

G3. Reveal how well the CA can perform when introduc-
ing new capabilities: help the user set accurate expectations about
the CA capabilities. This implies that the CA should not exaggerate
what it can actually do. For example, during the Christmas season,
Alexa introduced the skill “call Santa”, Figure 1 (c). However, the
first few trials failed as Alexa responded with “I can’t find the name
‘Santa’ in your contact list”. Although it worked eventually, users’
initial excitement had already been replaced by disappointment.
Therefore, when introducing new capabilities, it is important to
anticipate users’ expectations and ensure that they are met.

During interaction: G4–G6 concern the conversations between
the CA and the user.

G4. Learn about the conversational context to maintain
the flow of a conversation: help the user have effective commu-
nication with the CA. For example, the CA could remember and

replay information previously shared in the conversation, so the
user does not need to repeat the same information. Maintaining
the flow of conversation is key to effective communication, which
requires the CA to understand the conversational context. For ex-
ample, if a user asked to book a flight and later wanted to change
the return date, the user should not have to repeat the flight infor-
mation, Figure 2 (a). In conversation design, it becomes challenging
when the conversation jumps between multiple sub-topics, which
is common in human communication. A user, for example, may ask
about a flight to Paris, get distracted by the attractions and then
ask about the Louvre museum. After the “distraction”, the user may
go back to the “flight booking” topic. In this case, the CA should be
able to pick up on previous information to complete the original
task.

G5. Present responses in a concise and informative way:
make it easy for the user to retrieve information. In cases where
responses are in the form of search results, current CAs have differ-
ent forms of presentation. Sometimes, the CA gives a short briefing
with the search link. Other times, it provides a direct answer, Figure
2 (b). It has also been noticed that such forms of presentation are
often inconsistent, Figure 2 (c), and there is no option enabling
the user to choose the form that better suits their needs. When
making such design choices, this guideline suggests considering
which approach could help the user retrieve useful information
more easily.

G6. Talk politely: encourage polite and socially appropriate
conversation style. This guideline concerns the negative influence
that CAsmay have on the waywe talk, especially on young children.
It has been found that it is not uncommon for users to speak to
CAs in a commanding fashion, for example, “Do this” or “Stop”.
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Figure 1: Examples of G1 to G3 (a) When asked “What can you do?”, Alexa points the user to “things to try” page. (b) “Explore
what’s new” page on the GA app. (c) When asked “call Santa”, Alexa is supposed to connect the user to Santa, but in the first
few trials, users heard “I can’t find the name ‘Santa’ in your contact list” and experienced disappointment.

In fact, users have been implicitly instructed by CAs to speak this
way because CAs understand the command better when talking
directly. Although this might not be an issue for adults, CAs are
often shared among family members, and children are increasingly
exposed to CAs or are CA users themselves. In this research, parents
raised concerns about the potential negative externalities of CAs.
This guideline suggests considering designs that discourage and
eliminate such debatable influences, for example, by improving how
the CAs understand and respond to complex and polite languages.

When wrong: G7 concerns how to deal with situations when the
CA malfunctions.

G7. Provide an explanation regarding why the CA cannot
complete a task: help the user understand the current system
status. There are many reasons why CAs cannot complete certain
tasks, including system settings or technical limitations. Regardless
of the reason, it is beneficial to provide users with explanations
regarding any malfunction. For example, explaining why the CA
cannot complete a task, Figure 3 (a), helps the user make sense of

Figure 2: Examples of G4 to G6 (a) After a conversation with GA about “flights to Paris”, the user wanted to change the return
date; however, they had to repeat the conversation to do this. (b) When asked for “types of blueberries”, GA replied with a
search result (top); Alexa repliedwith a direct answer (bottom). (c)When asked about an artist’s name and painting, sometimes
GA replies with search results (top) and other times with a direct answer (bottom); the answers often come randomly and
inconsistently.
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Figure 3: Examples of G7 (a) Google Home explained why it
could not play the song. (b) Something went wrong with GA
as it kept repeating the question “What’s your return date?”
and offered no explanation.

and resolve the current situation. A lack of explanation, conversely,
may frustrate the user, Figure 3 (b).

Over time: G8–G10 concern the design and long-term use of
CAs.

G8. Learn about user habits over time from past interac-
tions: help the user obtain tailored services from the CA. In cur-
rent CAs, some of the content can be personalised through service
providers. For example, when a CA is asked to play a song, it is
the media service (e.g. Spotify) that provides personalised music
to the users based on data from that service platform, Figure 4 (a).
However, the CA itself still provides little personalisation (except
for the basics such as location). In this research, participants re-
ported that they did not feel the CA was learning from their past
conversations.

G9. Provide users with options to customise the com-
mands and responses: allow the user to have more control of
the conversation when needed. This means giving users the flexi-
bility to customise their conversations with the CA, for example,
defining how they ask questions and how they want the answers to
be presented to them. In current CAs, the “routine” feature offers
such opportunities, Figure 4 (b), although its primary intention
is to combine multiple actions into one. This guideline suggests
customisation within the action. For example, in most CAs, the user
can now customise the news sources so that when the command
“play news” is launched, the CA only plays news from the specified
sources. However, so far as we know, the customisation is only
limited to certain capabilities (e.g. “play news” as mentioned above).
Enabling customisation of more capabilities could give users more
flexibility and control of the conversation.

G10. Provide opportunities for user data management: al-
low the user to view and manage their personal data. The goal is to
provide users with transparency on the data, for example, whether
and when their data is collected and how it is used. Current CAs
provide some form of data management. For example, users can
find the privacy policy or activity history in the apps, Figure 4 (c).
However, these could be designed to be more easily accessible, as

in this research most participants did not know about the existence
of such features.

5 DISCUSSION
Building on SDT, this research explores how to support competence,
autonomy and relatedness in CA design, and develops ten SDT-
based guidelines that articulate the key guiding principles relevant
to competence and autonomy. The guidelines build connections
between design and psychological needs satisfaction, and have the
potential to enable designers to create CA experiences that bring
psychological benefits to users. In this section, we first discuss the
three needs. Then, we compare the CA guidelines proposed in this
study to the AI guidelines by Amershi et al. [2] and the UI heuristics
by Nielsen [58]. Each of the three sets focuses on a different design
scope, i.e. CA design, AI design and interaction design, respectively.
Through this comparison, we discuss what remains constant across
the three scopes and what is new.

5.1 Design for Competence with CAs
Competence is not only related to how well the user can perform
the current task [65, 73, 82]. It also concerns what the user knows
about the system’s capabilities. This is particularly relevant for
CAs, due to the fact that many CA systems (e.g. Google Assis-
tant, Alexa) play the role of a service platform where the user
has access to external services. For example, through a CA, the
user can listen to news from the BBC, play music from Spotify
or order food from Uber Eats. Moreover, the number of services1
and thus the capabilities of CAs is growing rapidly, for example
in the United States the number increased by 147% within just
one year from 2018 to 2019, to a total of 4,253 services [44]. The
acceleration in CA capabilities makes it difficult for the user to
gain a clear picture of what the CA can do. Even in 2016, when
the number of services was much lower than today, users reported
feeling overwhelmed by the unknown potential of CAs [54]. This
research shows that such a feeling of ignorance could decrease a
user’s sense of competence. In response to this, this research sug-
gests designs that educate users about the capabilities, for example
through personalised overview, and designs that support the dis-
coverability of the capabilities and provide convenient access to
relevant ones.

5.2 Design for Autonomy with CAs
The sense of autonomy is found to decrease where the user has
limited control over the conversations with CAs. For example, par-
ticipants reported that their CAs often respond inconsistently and
unpredictably, leaving them with little control of how the conversa-
tion will happen. On the other hand, users expect to have human-
like conversations with CAs, as this is more natural and familiar
to them [18, 20]. However, this inherently increases the chances
of CAs behaving independently and unpredictably [63], thus in-
creasing users’ sense of lack of control. This contradiction may be
addressed by differentiating between two conversational purposes:

1‘Services’ may be referred to by other terms, depending on the CA: in the case of
Google Assistant, they are called ‘apps’ or ‘actions’; in the case of Alexa, they are
called ‘skills’.
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Figure 4: Examples of G8 to G10 (a) Music can be personalised through the service provider (e.g. Spotify) rather than the
CA; screenshot from GA app. (b) Through the routine feature, users can customise the trigger phrase and actions to respond;
screenshot from GA app. (c) Users can find privacy policies in CA apps; Alexa app settings page (left); GA app settings page
(right). However, these pages were not easy to find.

transactional and social [27, 76]. In conversations with transac-
tional purposes (e.g. seeking answers or requesting information),
consistency and accuracy in CA responses are expected from users.
Therefore, it is worth considering providing users withmore control
in such conversations. Conversely, in conversations with social pur-
poses (e.g. perceiving the CA as a friend or a guru), unpredictability
may add enjoyment to the user’s experiences [51]. Therefore, such
scenarios may benefit from more human-like conversation.

User autonomy is also affected by level of personalisation. It
has been found that users expect personalisation to be applied to
their behaviours and everyday life, for example, through CAs learn-
ing and adapting to users’ daily habits and routines. This points
to another key question in the design of CAs: how to design the
human–agent relationship. In previous works, it has been shown
that people were resistant to build relationships with CAs beyond
the level of “strangers” or “casual acquaintances” [19]. However,
findings from this paper contradict that argument, as a higher level
of personalisation inevitably implies a closer relationship than that
between strangers or acquaintances. In such cases, more informa-
tion is shared and more common ground established, as described
in the linguistic literature [44]. Importantly, given that improved
personalisation is often based on the user sharing more data with
the agent, this raises security risks and privacy concerns. It is, there-
fore, vital to consider how to balance the level of personalisation
with potential risks and concerns.

5.3 Design for Relatedness with CAs
In the literature, there is little discussion around the topic of related-
ness in CAs. Existing research has mostly explored the social roles
of CAs with particular types of use cases, for example, supporting
the elderly [74], playing with children [26, 55] and helping people
with disabilities [64]. However, the social functions of CAs within
people’s everyday life and how relatedness can be supported have
not been adequately explored. This paper contributes to this topic
by identifying users’ expectations and concerns with regard to the
social roles of CAs in their daily lives.

The findings show that CA users’ expectations of relatedness are
mixed. This is connected to the readiness of the technology (e.g. not
yet incorporating mature social-specific features), the shortcomings
of (or lack of) visual UIs (e.g. not all CA devices have screens, which
makes it inconvenient to use visual elements such as emojis, which
are popular in social interactions [28]), the awkwardness of having
social interactions in a shared environment (e.g. talking to a CA
speaker about Facebook news feeds when families are around), as
well as privacy concerns (e.g. the intrusiveness of a CA accessing
information about a user’s social circles).

Despite users’ concerns and the high dependency on techno-
logical developments, the findings stress a design direction that
does not introduce these extra concerns, i.e. the CA playing a role
in facilitating social activities, for example, strengthening parent–
child relationships by participating in family bonding activities. In
recent years, this direction of design has started to emerge in stud-
ies that explore CAs providing companionship to individuals [53],
supporting teamwork in schools [84], relieving employee anxiety
in workplaces [47] and providing entertainment to family members
[45, 77]. These studies have all touched upon the social effects of
CAs from different perspectives. However, they have not explicitly
linked these effects to the user’s sense of relatedness. This paper has
articulated the value of the roles that CAs may play, and proposed
that if such social functions are successfully applied, CAs could
indirectly help improve social relationships between people and
thereby increase their sense of relatedness.

5.4 Comparing Guidelines for CA, AI and UI
Design

Table 3 presents the CA guidelines along with related AI and UI
guidelines. Comparing the CA guidelines to the AI and UI guide-
lines it can be seen how the design principles have evolved across
application types. Table 3 reveals three groups: 1) guidelines that
are relevant to all three fields (coloured green), 2) guidelines that
mainly apply to intelligent applications − AI and CA applications
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Table 3: Comparing CA guidelines to AI and UI guidelines

CA guidelines (this research) AI guidelines [2] UI guidelines [58] Comparison notes
Initially G1: Provide a personalised

overview of CA capabilities
Make clear what the
system can do

G1 proposes to personalise how system
capabilities are received, whereas the AI
guideline calls for clarity on system
capabilities

G2: Introduce new capabilities
in-context

Recognition rather
than recall

G2 seeks to make new capabilities more
discoverable by making them retrievable
when needed, falling within the broad UI
principle

G3: Reveal how well the CA
can perform when introducing
new capabilities

Make clear how well
the system can do
what it can do

G3, acknowledging the evolving nature of
CAs, stresses the importance of revealing
the performance of new capabilities, a
principle generalised in the AI guideline

During
interaction

G4: Learn about the
conversational context to
maintain the flow of a
conversation

Show contextually
relevant information

G4 extends the AI guideline by asking to
learn from the conversational context and
using it to inform CA responses

G5: Present responses in a
concise and informative way

Match between
system and the real
world

G5, aligning with the broad UI principle,
seeks to support natural human-agent
interaction by making information
retrieval intuitive

G6: Talk politely Match relevant social
norms

G6, extending the AI guideline, stresses
the conversational style of CAs

When
wrong

G7: Provide an explanation
regarding why the CA cannot
complete a task

Make clear why the
system did what it did

Help users
recognise, diagnose
and recover from
errors

G7 makes the AI and UI guidelines
CA-specific by suggesting to explain
system malfunction through
conversational UI

Overtime G8: Learn about user habits
over time from past
interactions

Learn from user
behaviour

G8 stresses the need to infer user habits
from conversations, as generalised in the
AI guideline

G9: Provide users with options
to customise the commands
and responses

Provide global controls User control and
freedom

G9 and G10, adding to the AI and UI
guidelines, provide specifications on what
the controls are and how to provide them

G10: Provide opportunities for
user data management

(coloured blue), and 3) guidelines that are specific to CAs (coloured
orange) though falling under the broad area of some UI guidelines.

In the first group (green), regardless of the application type (i.e.
traditional UI, AI or CA application), the design principles related
to handling system errors (G7) and providing user control (G9 and
G10) are consistently relevant. In the UI guidelines, Nielsen calls for
“help[ing] users recognise, diagnose, and recover from errors” [58].
When transferring this principle to AI applications, CAs included,
the emphasis is on explaining why the system did what it did, as the

AI guideline advises to, “make clear why the system did what it did”
[2]. This is largely due to the unpredictability of AI applications.
Therefore, transparency and visibility with regard to the system
status (in this case, why the system malfunctioned) could help the
user make sense of the situation, thus increasing their feeling of
control [60].

The other principle that remains relevant is “user control and
freedom” [58], although the actual types of control (e.g. what to
control and how to control it) could vary largely and are often
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dependent on the applications. For example, for AI applications,
the control should allow the user to “customise what the AI system
monitors and how it behaves” [2]. In the case of CAs, two types of
control are identified. The first pertains to the control of conver-
sations, specifically, how the user instructs the CA, and how the
CA responds (G9). The second pertains to user data management,
specifically the management of personal data collected by the CA
over time (G10).

In the second group (blue), the guidelines are specifically
applicable to intelligent applications (i.e. AI and CAs). They are
related to revealing system capabilities and limitations (G1, G3),
the effectiveness and social norms of human–agent interactions
(G4, G6) and personalisation (G8). Despite the fact that the five
guidelines share similarities with some of the AI guidelines, they
are more specific about CAs than the AI guidelines and thus provide
additional informative instructions regarding CA design. For exam-
ple, G1 concerns an issue similar to the AI guideline “make clear
what the system can do”. However, instead of a general statement,
G1 specifically emphasises the “personalised overview” of what
the CA can do. This is important to CAs, as previous studies have
consistently shown that many users are not aware of their CAs’
capabilities [54, 85]. This could result in users feeling overwhelmed
by unknown capabilities [54], and it could decrease users’ sense
of competence. The contrast between generalisation and specialisa-
tion applies also to the other four guidelines (G3, G4, G6, and G8).
For example, G3 is aligned with the AI guideline “how well the sys-
tem can do what it can do”, but it stresses helping users set accurate
expectations of the CA when introducing new capabilities to them.

Finally, in the third group (orange), the design principles, related
to the discoverability of CA capabilities (G2) and the design of
CA responses (G5), apply primarily to CAs as they have not been
mentioned in previous AI guidelines and loosely fall under the
umbrella of UI guidelines as indicated in Table 3. Both guidelines
concern issues that are specific to CA products. For example, as the
number of CA capabilities continues to grow, their discoverability
becomes a challenge, which G2 aims to address. In the case of
G5, it focuses on how to provide human-like responses to users, a
challenge that typically occurs in conversations between users and
CAs.

In addition to providing novel guiding principles and practical
ways to implement the principles in CAs, this research also offers
a theoretical foundation (i.e. SDT) to the guidelines. For example,
G6 is founded on the need to support competence. Competence is
influenced by the effectiveness of the conversation. In current CAs,
effective conversationmay encourage a commanding speaking style.
As a result, people end up sacrificing politeness for effectiveness.
However, G6 can also support autonomy, which is affected by the
user’s control of the conversation. Since current conversations are
more led by the CA, user autonomy is limited. As a result, users
often adapt to the CA’s behaviour, which may not represent a polite
manner. This shows that SDT-based guidelines can provide a more
in-depth and holistic view of the phenomena (e.g. G6 is more than
just using polite language) and suggest solutions contributing to
psychological benefits.

5.5 Limitations and Future Work
The guidelines were developed from the perspective of SDT, and
thus, they might not be comprehensive. An approach informed by a
different theory or one that uses a synthesis of the literature, similar
to that of Amershi et al. [2], might result in different guidelines.
We consider the development of guidelines an ongoing process.
Through this work, we hope to encourage more research like this
to contribute practical guidelines for designers and developers in
order to create intuitive and effective CAs. Additionally, although
developed from empirical research, the guidelines have not yet been
evaluated by design experts. To improve the practicability of the
guidelines, an important next step is to investigate how they can
be applied in design processes to support CA designers.

6 CONCLUSIONS
In this research, SDT has been applied to develop new understand-
ing of what the three psychological needs (competence, autonomy
and relatedness) entail in the CA experiences. Insights into users’
perceptions and expectations on the three needs are obtained. These
insights have enabled the development of informative suggestions
for supporting the needs fulfilment in CA design. Specifically, the
study describes how competence could be affected by users’ knowl-
edge of CA capabilities and the effectiveness of the conversation,
and autonomy could be affected by users’ control of the conver-
sation and their data as well as personalisation. The study also
discusses users’ mixed expectations around relatedness, presenting
the values and users’ concerns over integrating social features into
CAs. Finally, a set of CA design guidelines have been developed,
which complement existing UI and AI guidelines. The guidelines
offer suggestions to educate users on CA capabilities, design effec-
tive and natural conversations, consider the tone and politeness
of CAs, respond resourcefully when CAs malfunction, personalise
user conversations, and offer conversation customisation and data
control options.
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