
Vol.:(0123456789)1 3

Motivation and Emotion 
https://doi.org/10.1007/s11031-020-09831-9

ORIGINAL PAPER

A review and empirical comparison of motivation scoring methods: 
An application to self‑determination theory

Joshua L. Howard1 · Marylène Gagné2,3 · Anja Van den Broeck4,5 · Frédéric Guay6 · Nikos Chatzisarantis7 · 
Nikos Ntoumanis7 · Luc G. Pelletier8

 
© Springer Science+Business Media, LLC, part of Springer Nature 2020

Abstract
Self-determination Theory differentiates various types of motivation, each of which have different consequences for well-
being and behavior. Despite broad agreement concerning the nature of different types of motivation, numerous scoring meth-
ods, each of which rely on different assumptions, are commonly practiced. These practices range from a relative autonomy 
index that collapses all types of motivation into a single index, higher-order models grouping subscales into a two-factor 
solution, to multi-factorial approaches examining all motivation types as separate constructs. Existing evidence has not 
empirically compared these methods or clearly favored the use of one over another. We review each method and further 
investigate the advantages and disadvantages of each approach by directly comparing a range of commonly utilized scoring 
methods, as well as recently developed methods across six independent samples from various life domains to determine their 
effectiveness. Results generally favor multidimensional methods (e.g., exploratory structural equation modeling, B-ESEM, 
and CFA) as more comprehensive scoring practices as they maximize construct relevant information. However, selection of 
an ideal method will rely on theoretical congruence between methodology and research questions.
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Introduction

Self-determination theory (SDT; Ryan and Deci 2017) is 
widely used to understand human motivation. It is based 
upon the proposition that motivation is not a unidimen-
sional construct that varies in terms of how much motiva-
tion people possess, but rather is multidimensional and best 
represented by distinct types of motivation (or regulations) 
ranging from not being motivated at all (amotivation), being 
motivated by external incentives, to intrinsic motivation. 
SDT’s types of motivation have been studied across various 
contexts ranging from education, sport, exercise, health, vol-
unteering and work, to more specific areas including knowl-
edge sharing, computer gaming, friendship, parenting, and 
political engagement. This body of research has produced 
knowledge about the importance of differing types of moti-
vation for behavioral engagement and well-being (Ryan and 
Deci 2017).

Due to the complex theoretical conceptualization of moti-
vation and associated difficulties with hypothesis testing 
often involving up to six separate motivational constructs, 
different methods for aggregating motivation types have 
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been developed. However, little guidance exists to suggest 
when each method is preferable, and even less empirical 
work has been conducted to compare the adequacy and 
implications of applying one method relative to another. 
This is notable because improving the conceptualization of 
psychological constructs (Reeve 2016) and ensuring validly 
of measurements are essential, yet often times overlooked 
requirements of psychological research. As a result, while 
each method has demonstrated utility in various areas, the 
implications of applying one method over another remain 
unclear. The use of these different scoring methods has a 
potential impact on research conclusions as each compu-
tational method relies on different theoretical assumptions. 
Likewise, some methods may be statistically or practically 
better supported than others, and therefore predict differ-
ent types of outcomes more effectively. In this paper, we 
begin by reviewing common scoring practices and examine 
their theoretical support before empirically comparing these 
methods through primary and archival datasets from mul-
tiple countries, languages, and life domains. Specifically, 
we focus on which methods perform better in predicting 
outcomes while taking into account statistical issues. We 
then discuss the suitability of each method and offer recom-
mendations concerning how to optimally measure and model 
motivation types.

This study has both theoretical and practical merits for 
those studying SDT. From a theoretical point of view, we 
highlight the underlying assumptions and theoretical impor-
tance of various scoring methods which will enable motiva-
tion to be operationalized in optimal ways. From a practical 
perspective we also offer recommendations and solutions 
to common problems associated with scoring methods (e.g. 
multicollinearity) which can be applied to studies both 
within SDT and other areas of research. Although not the 
focus of this study, our results apply equally to other multi-
dimensional constructs and as such may inform the use of 
different scoring methods for constructs in other theoretical 
areas.

Self‑determination theory

Self-determination theory (Ryan and Deci 2017) specifies 
a range of different behavioral regulations, each of which 
captures different reasons why people might choose to pur-
sue activities. These regulations are theoretically (Ryan and 
Deci 2017) and empirically distinct (e.g. Gagné et al. 2015; 
Vallerand et al. 1992; Pelletier et al. 2013), yet can also be 
predictably ordered along a continuum of self-determination 
(Ryan and Deci 2017; Chemolli and Gagné 2014). Specifi-
cally, regulations are consistently ordered from most self-
determined (intrinsic motivation) to least self-determined 
(amotivation; see Howard et al. 2017; Sheldon et al. 2017).

The most self-determined, intrinsic motivation is evident 
when actions are pursued solely due to the enjoyment and 
interest inherent in engaging in the behavior. Second, inte-
grated regulation describes cases in which the enactment of 
a behavior is assimilated into the individuals’ sense of self, 
and thereby becomes a part of their ongoing identity. While 
theorized and occasionally measured, this form of motiva-
tion is often excluded during scale development due to a lack 
of discriminant validity (Gagné et al. 2015; Howard et al. 
2017). Identified regulation refers to behavior pursued for 
the meaning an individual experiences while engaging in a 
behavior. For example, while being environmentally respon-
sible may not be inherently enjoyable (intrinsic motivation), 
people pursue environmentally friendly initiatives because 
they perceive them as a highly meaningful (identified regula-
tion; Pelletier et al. 1998).

Whereas intrinsic, integrated, and identified regulations 
are considered autonomous, the next two regulations are 
considered controlled forms of motivation. Introjected reg-
ulation refers to the pursuit of a behavior in order to attain 
or avoid personally-administered rewards or punishments 
in the form of ego-involved emotions, such as pride, shame, 
and guilt. For example, an employee may feel guilty after 
underperforming at work and stay at the office after standard 
work hours. External regulation describes behavior which 
is encouraged through rewards (e.g. monetary incentives) 
or punishments administered by others, for example, when 
an employee works hard to reach a quota that leads to a 
bonus. Finally, amotivation is described as a lack of inten-
tion to enact a behavior (Ryan and Deci 2000). There is 
some contention about whether amotivation should be con-
sidered within SDT given that it is, by definition, a lack of 
intentional motivation, or lack of understanding behind one’s 
reason for acting (Chatzisarantis et al. 2003). However, amo-
tivation is often included in SDT scales (e.g. Gagné et al. 
2015), appears to fit the SDT structure as demonstrated 
through multidimensional scaling (Howard et  al. 2017; 
Sheldon et al. 2017), and often explains a non-negligible 
portion of variance in outcomes. It is therefore considered 
in this study.

This complex representation of motivation in which 
regulation types are categorically distinct and yet also 
interdependent as part of a single continuum has no doubt 
contributed to the proliferation of scoring methods. Each 
scoring method can be justified by parts of the theory, yet 
each method relies on different theoretical assumptions. The 
practice of collapsing regulations into a composite factor 
(e.g. a relative autonomy index; Grolnick and Ryan 1989; 
Sheldon et al. 2017), as a telling example, is justified by 
the continuum logic in which the shared elements of each 
regulation are emphasized, and the distinguishing charac-
teristics of individual regulations as separate categories 
are de-emphasized. Alternatively, approaches that use each 
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regulation as a distinct variable specifically emphasize the 
unique characteristics of each motivation type, yet largely 
ignore their shared variance. Though both approaches are 
widely used (among others), they are not operationalizing 
motivation in the same way, with each having their own 
advantages and disadvantages. Yet, a thorough comparison 
of the implications of applying one method over another is 
currently lacking. In the following section we describe the 
different scoring methods that have been used in SDT and 
discuss their advantages and disadvantages.

Scoring methods

The Relative Autonomy Index (RAI; Grolnick and Ryan 
1989) is a scoring method in which each regulation sub-
scale is calculated before being weighted and combined with 
other regulations according to their assumed position on the 
SDT-continuum. The result is a single score representing the 
degree of relative autonomy. While the formulation of this 
score changes depending on the regulations measured, the 
general formula is as follows:

The RAI has been one of, if not the most popular scoring 
method due to its practicality and has contributed to demon-
strating the value of self-determination theory’s proposition 
that the relative level of autonomous motivation is essential 
in predicting outcomes (Ryan and Deci 2017). The RAI is 
justified based upon the continuum logic in which each type 
of motivation is predictably ordered and can be classified as 
either positive or negative, as denoted by the weightings, 
with external and introjected regulations reducing the degree 
of autonomy and identified and intrinsic motives increasing 
the level of relative autonomy. By adding these positively 
and negatively weighted scores together, this index esti-
mates the overall degree of relative autonomy and as such 
approximates an individuals’ position along the underlying 
continuum of self-determination. Given the overwhelming 
evidence that the degree of self-determination is an impor-
tant factor in ones’ motivation (Howard et al. 2018; Litalien 
et al. 2017; Ryan and Connell 1989; Ryan and Deci 2017), 
the RAI has proved popular and useful for testing hypotheses 
relating to the degree of self-determination.

However, while the RAI theoretically aligns with the con-
tinuum of self-determination, it does not align with SDT’s 
premise that motivation is multidimensional and that each 
type of regulation will relate to covariates differently. By 
combining all subscales into a single index, the RAI is 
no longer able to detect what role each individual type of 
motivation is playing in a given analysis. For example, by 
examining the full range of motivation types in relation to 

RAI = (−2 ∗ External) + (−1 ∗ Introjected) + (1 ∗ Identified) + (2 ∗ Intrinsic)

job proficiency, proactivity, academic performance, and vot-
ing behaviors, it was found that identified regulation was as 
important, if not more important than intrinsic motivation 
(Burton et al. 2006; Gagné et al. 2015; Losier and Koest-
ner 1999). Moreover, a longitudinal study of competitive 
swimmers demonstrated that while introjection predicted 
short-term persistence over a period of one year, it was not 
significantly related to this outcome variable over a period 
of two years. In contrast, external regulation did not dis-
play significant effects over a period of one year but proved 
negatively associated with persistence over a period of two 
years, showing that these types of motivation have different 
longitudinal effects, and therefore cannot safely be com-
bined without obscuring pertinent findings (Pelletier et al. 
2001). The RAI is not able to detect such results and instead 
assumes that intrinsic motivation will always be more 
important than identified regulation, and that effects will be 
consistent over time, regardless of what the covariates may 
be. Likewise, the RAI assumes that introjected regulation 
is an entirely negative force, as indicated by its negative 
weighting, despite evidence indicating it can at times relate 

positively to desirable outcomes such as positive affect and 
enactment of exercise behaviors (Ng et al. 2012). These con-
siderations are important as they demonstrate that the RAI 
is likely to exclude information that may be important, both 
theoretically and practically (Bono and Judge 2003; Edwards 
2001; Howard et al. 2018; Litalien et al. 2017).

Additionally, the RAI also entails considerable statisti-
cal limitations. First, the weights associated with each sub-
scale are relatively arbitrary with no published empirical 
evidence to support them (Ryan and Connell 1989; Grolnick 
and Ryan 1989). Interestingly, recent evidence has suggested 
the weights themselves might not matter (Sheldon et al. 
2017). Specifically, Sheldon and colleagues tested several 
alternate calculation methods, including one in which no 
weighting was used in RAI calculation, and found that the 
predictive validity was unchanged regardless of weighting 
system. Secondly, the RAI is a difference score and as such 
inherits problems associated with these methods, includ-
ing low reliability (Edwards 2001; Johns 1981). Third, it is 
worth noting that this process typically relies on averaged 
scale scores being calculated before combining each sub-
scales. However, alternate methods for calculating similar 
indices of self-determination exist (e.g. Guay et al. 2003), 
though all are likely to exclude information associated with 
regulation types.

Taken together, the RAI approximates a score of an 
individuals’ level of self-determination and as such may be 
applicable when testing simple hypotheses concerning this 
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continuum factor. However, it is insensitive to unique effects 
associated with individual regulation types, and as such fails 
to account for the multidimensional nature of motivation 
detailed in SDT. Given this, while we expect the RAI will 
predict outcomes moderately well, it not be able to explain 
as much variance in outcomes when compared to more com-
plex scoring methods as the construct-relevant information 
concerning unique effects of individual regulation will not 
be modeled.

Higher‑order models

In the higher-order approach, two factors are calculated: 
one combining intrinsic and identified regulations to form a 
factor of autonomous motivation, and one combining intro-
jected and external regulations to form a factor of controlled 
motivation. When amotivation is measured, it is generally 
represented as a separate latent factor (Gagné et al. 2015; 
Li 1999), whereas integrated regulation, when measured, 
is combined into the autonomous factor. Within higher-
order models, motivation is defined primarily by degree 
of autonomy with “autonomous motivation” representing 
a high degree of self-determination, whereas “controlled 
motivation” primarily models a low or negative degree 
of self-determination. Like the RAI, this method does not 
fully account for the unique characteristics of regulation 
subscales. However, unlike the RAI, it does give a dualistic 
perspective of self-determination by individually examin-
ing the effects of both the presence of self-determination 
(autonomous motivation), and absence of self-determination 
(controlled motivation). This allows for a more nuanced and 
potentially theoretically important examination of relative 
autonomy and allows for examination of both direct effects 
and interaction effects (e.g. Phillips and Johnson 2018).

By specifying two factors that are most often uncorre-
lated, this method appeals to researchers because of its par-
simony and reduced issues of multicollinearity, therefore 
yielding easily interpretable results. For example, a typi-
cal application of this method may demonstrate a negative 
relation between autonomous motivation and turnover inten-
tions, while controlled motivation may relate positively to 
the same outcome (e.g., Gillet et al. 2013). It is also worth 
noting that while higher-order models can be specified 
through several methods, we refer here to the true speci-
fication in which items load onto a first-order latent factor 
representing each subscale, before these latent subscale fac-
tors then load onto second-order factors representing auton-
omous and controlled motivation factors. Other practices, 
for example creating subscale scores through first averaging 
items before loading these subscales onto first-order auton-
omous/controlled factors, do not control for measurement 
error as rigorously.

However, higher-order models are not well supported on 
either theoretical or empirical grounds. From a theoretical 
perspective, if a continuum underlies the regulation types 
and each is relatively equally spaced along this continuum 
(as has been demonstrated empirically; Howard et al. 2017; 
Sheldon et al. 2017), then there is no clear justification for 
the division between autonomous and controlled factors to 
be placed between introjected and identified regulations. 
Meta-analytic and multidimensional scaling studies have 
demonstrated that introjection is equally correlated with 
external and identified regulations (r = 0.60 in both cases; 
Howard et al. 2017) questioning why it should be grouped 
with external regulation. Furthermore, recent research using 
other statistical methods (i.e., bifactor-ESEM) has not sup-
ported the clustering of external and introjected regulations 
as these variables did not show similar loading onto the 
general self-determination latent variable (Howard et al. 
2018; Litalien et al. 2017), indicating these types of moti-
vation are characterized by substantially different degrees 
of self-determination.

Alternately, if we consider the theoretical position that 
motivation types are categorically different, contain unique 
properties, and will associate with covariates differently, 
then collapsing these regulations into higher-order factors 
does not seem theoretically consistent. In fact, the effects of 
external and introjected regulation are demonstrably differ-
ent with meta-analytic evidence indicating that, for example, 
introjected regulation correlates positively with need satis-
faction, autonomy support, and positive affect whereas exter-
nal regulation relates negatively to each of these covariates 
(Ng et al. 2012; Vasconcellos et al. 2019). As documented 
above, identified and intrinsic motives have likewise demon-
strated differential prediction for certain outcomes (Burton 
et al. 2006; Losier and Koestner 1999). This again indicates 
that relevant regulation-specific information will be system-
atically excluded when constructing high-order models.

Given these considerations, while higher-order models 
are convenient and can demonstrate the differences between 
high levels of autonomy compared against low levels of 
autonomy, this method is not closely aligned with theory 
or well supported empirical evidence. Like the RAI, this 
approach is likely to exclude regulation specific informa-
tion. As such, we predict these models will not capture as 
much information as more complex methods and instead will 
perform approximately as well as the RAI.

Latent subscale factors

The next approach is the calculation of individual motiva-
tion subscales and subsequent application of all available 
subscales to analyses (e.g., correlation, multiple regression). 
While traditionally these subscales may have been calculated 
using an average of their items, research has moved to more 
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sophisticated analyses (i.e., Confirmatory Factor Analysis; 
CFA), which include benefits such as accounting for meas-
urement error. The advantages of the subscale approach lie 
in its comprehensiveness. By using all available motivation 
subscales, CFA solutions allows all possible construct-rel-
evant information to be modeled. Unlike the other methods 
described above, the subscale approach makes full use of the 
multidimensional conceptualization of motivation. Specifi-
cally, when using subscales, motivation is operationalized 
as a multidimensional construct which assumes each sub-
scale will contain unique characteristics, which in turn will 
result in different effects when associated with covariates. 
For this reason, the subscale approach is likely to increase 
the overall predictive strength of models as well as capture 
more nuanced results, as demonstrated by a meta-analysis 
of SDT in the health domain (Ng et al. 2012). For example, 
whereas introjection is typically classified as a controlling 
type of motivation and therefore expected to produce nega-
tive effects, results have demonstrated that in addition to 
expected results (e.g., positive relationships with burnout 
and anxiety), introjection also relates positively to engage-
ment in health behaviors (Ng et al. 2012), job satisfaction, 
and effort (Gagné et al. 2015). In addition to the above-noted 
differences between identified and intrinsic motivations, 
such results further highlight subscale-specific findings that 
would not be detected by more simplified measures.

While the subscale approach derives benefits from its 
greater emphasis on the multidimensional nature of moti-
vation, it also downplays the importance of the underlying 
continuum of self-determination. Specifically, while the 
subscale approach does model the continuum through cor-
related factors, it does not distinguish this continuum factor 
as a distinct variable, and therefore conflates the influence 
of unique motivation characteristics and the degree of self-
determination contained within each regulation. This in 
turn results in inflated inter-regulation correlations which 
can cause issues of multicollinearity when applied in sub-
sequent analyses. For example, when predictors are cor-
related (as they are with SDT-based regulations; Howard 
et al. 2017), the explained variance can be partitioned incor-
rectly between predictors due to multicollinearity (Tonidan-
del and LeBreton 2011), potentially resulting in erroneous 
effect sizes and even suppression effects in which effects 
are estimated in the opposite direction to expectation. If not 
addressed, this can lead to erroneous conclusions concerning 
the importance of each of the regulations.

Taken together, the subscale approach is more compre-
hensive than previously reviewed methods and as it will 
likely capture more construct-relevant information. There-
fore, we expect it will account for more variance in outcomes 
than either RAI or higher-order methods. However, we also 
expect to see the effects of multicollinearity when examining 
results of regression analyses.

ESEM and bifactor models

Finally, two more advanced versions of latent factor models 
have recently been introduced in SDT research: exploratory 
structural equation modelling (ESEM) and bifactor-ESEM 
(B-ESEM). ESEM combines the benefits of traditional CFA 
and EFA procedures (Asparouhov and Muthén 2009; Marsh 
et al. 2014; Morin et al. 2013) and allows for cross-loadings 
to be modeled on each factor of a multidimensional scale. 
In doing so it maximizes construct relevant information 
captured by these factors and minimizes bias in the estima-
tion of factor loadings and latent factor inter-correlations. 
Further, the application of target rotation in ESEM allows 
for models to be confirmatory in nature by targeting cross-
loadings to be as close to zero as possible and penalizing 
divergence from zero by reducing model fit (Marsh et al. 
2014; Morin et al. 2016a, b). Recent research has demon-
strated the value of this approach as it better distinguishes 
between the regulation factors of SDT (i.e. lower inter-factor 
correlations; Guay et al. 2015; Howard et al. 2018; Litalien 
et al. 2017). As such, this method is highly similar to the 
CFA subscales approach detailed above, both theoretically 
and empirically, except that it will better deal with multi-
collinearity due to reduced inter-regulation correlations. As 
such, we predict it will account for approximately the same 
amount of variance in outcomes as CFA-derived subscales.

B-ESEM is an extension of this ESEM framework to 
include a general (G-) factor in addition to the regulation 
specific (S-) factors. This method allows researchers to 
examine the role of both the degree of self-determination in 
a person’s total motivation (i.e., the G-factor) as well as the 
unique characteristics of each regulation once the degree of 
self-determination has been removed (i.e., S-factors). Previ-
ous research has identified the G-factor in these models as 
degree of self-determination, rather than amount of motiva-
tion (Howard et al. 2018; Litalien et al. 2017). This assertion 
is based upon factor loadings which were strongly positive 
for intrinsic and identified items, moderately positive for 
introjected items, weakly positive for external regulation 
items, and moderately negative for amotivation items. Fac-
tor loadings would be of more equal value and in the same 
direction across regulation items if this factor represented 
general motivation or noise variables such as common 
method variance. This bifactor method shows potential for 
significant theoretical progress as this method alone is able 
to model both the theoretical continuum while simultane-
ously maintaining the multidimensional nature of motiva-
tion specified within SDT literature. As such, this method 
can fully model the complexity of motivation within SDT. 
Studies applying this method by Howard et al. (2018) and 
Litalien et al. (2017) found a G-factor primarily representing 
the degree of self-determination to be the most important 
predictor of workplace and educational outcomes, but also 
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found that individual regulations explained some variance 
in these outcomes beyond the G-factor. It is also worth not-
ing that this method is not influenced by multicollinearity 
as are the other multidimensional methods reviewed above. 
Instead, in B-ESEM all commonality between subscales is 
modeled through the general factor and inter-factor correla-
tions are constrained to zero. While well suited to modeling 
motivation within SDT, the complexity of B-ESEM models 
means that samples must be sufficiently large in order to 
conduct analyses, providing a limitation on this method’s 
applicability. While avoiding the major limitation of other 
multidimensional methods, this method is complex and 
requires many factors in order to model motivation, poten-
tially resulting in large and multifaceted modeling when 
integrated with covariates.

Overview

This study was designed to review common motivation 
scoring methods within SDT and to highlight differences 
between them in terms of predictive validity, while also tak-
ing into consideration statistical soundness, parsimony, and 
theoretical congruity. Specifically, we empirically compared 
each scoring method in terms of (a) goodness of model fit 
including consideration of parsimony, and (b) ability to pre-
dict outcomes. Goodness of model fit is important because it 
indicates the degree to which the specified model accurately 
represents the data. Parsimony indicators highlight whether 

the addition of more parameters (i.e. greater complexity) is 
justified by the information the more complex model cap-
tures. That is, if models are needlessly complex, fit statistics 
that account for parsimony will indicate their unsuitabil-
ity and favor more simple models. Finally, we examine the 
total variance explained in outcomes as an indicator of how 
much construct-relevant information is modeled through 
each scoring method. When two scoring methods are cal-
culated from the same data, yet one predicts substantially 
more variance in outcomes, this indicates a difference in the 
degree of construct-relevant information captured by each 
scoring method. These indicators are tested across six sam-
ples collected from different life domains, countries, and 
with various motivation scales. A graphical representation of 
measurement models tested, excluding the RAI, is provided 
in Fig. 1. Combining this information with consideration of 
the theoretical and conceptual meaning behind each method 
will allow researchers to make better informed decisions 
when selecting scoring methods.

Method

Participants and procedure

Data consisted of six samples sourced from different 
domains of research (work, volunteer, education, exercise, 
physical education, and sport) and from a range of countries 

Fig. 1   Graphical representation of tested models. CFA confirmatory 
factor analyses, ICM independent cluster model, ESEM exploratory 
structural equation modeling, G global factor, A1–A12 items; full 

unidirectional arrows represent main factor loadings; dotted unidirec-
tional arrows represent cross-loadings
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(Belgium, the Netherlands, Australia, Canada, USA, and 
Greece). All samples, with exception of Sample 2 (volun-
teer) and Sample 4 (exercise), have been previously used 
in publications (See Table S1 in the online supplementary 
materials for publication details).

Sample 1 (workplace sample) included 621 participants 
answering questions concerning their motivation at work. 
They were recruited from different workplaces in Flan-
ders, Belgium and completed either paper or online sur-
veys in 2009. Participants were on average 37.61 years old 
(SD = 10.21 years, female = 53.1%).

Sample 2 (volunteer sample) was collected in Australia 
in 2014 as part of a larger and ongoing study. Australian 
adult volunteers from a single volunteer-based organization 
(N = 210) completed an online questionnaire in English. Par-
ticipants were primarily male (61.6%) and 35.5% of the sam-
ple reported being in the age category of 45–54 years old.

Sample 3 (education sample) was collected from high 
school students in Canada between 2003 and 2005. Surveys, 
administered in French, were originally completed in paper 
during class, with second and third time points adminis-
tered online. At the first time point, 941 student responses 
(417 male; 524 female) were recorded, with 830 students 
completing the Time 2 survey, and a further 776 students 
completing the Time 3 administration. Students were from 
grade 8 (n = 309), grade 9 (n = 272) and grade 10 (n = 272), 
with a mean age of 14.83 (SD = 9.61) at time 1.

Sample 4 (exercise sample) consists of 233 university 
students who completed a paper and pencil survey asking 
questions about leisure-time physical activities in the United 
States. The mean age was 18.12 (SD = 4.97) and the sample 
consisted of 53% males. This study was prospective with 
psychological variables being measured at three points in 
time over an 8-week period.

Sample 5 (physical education sample) contains responses 
from 419 Greek middle school students over three time 
points from surveys administered in class between Novem-
ber and April of 2014. The mean age of the sample was 
14.5 years (SD = 0.53), and 52.6% of participants were male. 
One, two, and nine students missed the first, second, and 
third wave of data collection respectively.

Sample 6 (sport sample) consisted of 241 Canadian 
athletes measured at a single time in 2017, with measures 
administered online and in French. On average, the par-
ticipants were 21.49 years old (SD = 5.60 years) and the 
majority were female (64.3%). The sample was evenly split 
between athletes competing in individual (46%) and team 
sports (54%).

Measures

Sample 1 completed the Multidimensional Work Motiva-
tion Scale (MWMS; Gagné et al. 2015), which measures 

amotivation, external material and external social, in addi-
tion to introjected, and identified regulations, and intrinsic 
motivation. Additionally, participants reported on their in-
role (Abramis 1994) and extra-role performance (Morrison 
1994), as well as their engagement (Schaufeli and Bakker 
2003), burnout (Schaufeli and van Dierendonck 1993), and 
job satisfaction (DeWitte et al. 2001).

Sample 2 measured motivation through an adapted ver-
sion of the MWMS (Gagné et al. 2015) in which the external 
(material) regulation was not measured due to the voluntary 
nature of work and lack of applicability to such work. Vol-
unteers also completed self-report measures of individual 
level performance, including subscales for task proficiency, 
adaptively, and proactivity (Griffin et al. 2007), as well as 
measures of organizational identification (Mael and Tetrick 
1992), thriving (Porath et al. 2012) and intention to stay at 
the organization.

In Sample 3, an adaptation of the Academic Motivation 
Scale (AMS; Vallerand et al. 1989) was used to capture amo-
tivation, external, introjected, and identified regulations, as 
well as intrinsic motivation. Self-reported outcome variables 
included students’ perceived competence (Losier et al. 1993) 
and student engagement (Clifford 1988). Student grade point 
averages (GPAs) in core subjects (French, mathematics, 
English, and physical education) were also obtained from 
school records, and an aggregate GPA computed for each 
time point. Outcomes were examined at all time points.

Sample 4 participants completed the behavioral regula-
tion in exercise questionnaire (BREQ; Mullan et al. 1997) 
which measured external, introjected, identified, and intrin-
sic motivation. Additionally, a single item report of how 
often participants had engaged in leisure-time physical 
activity in the past week was measured at each of the two 
follow-up time points. Motivation scores from the time 1 
administration were used, whereas exercise behavior from 
both timepoints 2 and 3 was used as outcomes in the cur-
rent study.

In Sample 5 students responded to the revised perceived 
locus of causality in physical education scale (PLOC-R; Vla-
chopoulos et al. 2011) which measured amotivation, external 
regulation, introjected regulation, identified regulation, and 
intrinsic motivation. Additionally, they reported on their 
level of vitality (Ryan and Frederick 1997) and completed 
three subscales measuring psychological need frustration 
of the Psychological Need Thwarting Scale (Bartholomew 
et al. 2011). Outcomes were taken from timepoints 2 and 3, 
whereas motivation scores were collected at time 1.

Sample 6 completed the Sports Motivation Scale-II (Pel-
letier et al. 2013), which measures six regulation subscales 
including amotivation, external regulation, introjected 
regulation, identified regulation, integrated regulation, and 
intrinsic motivation. The dataset also included the satisfac-
tion with life scale (Diener et al. 1985) and the subjective 
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vitality scale (Ryan and Frederick 1997), which were incor-
porated as outcomes.

Analyses

Across all samples measurement models were first estimated 
and resulting factor scores were saved for further use. In 
comparison with scale scores (i.e., averages of items on a 
subscale), factor scores have the advantage of providing a 
partial control for measurement error by giving more weight 
to items presenting lower levels of measurement error and 
better conserving the underlying nature of measurement 
models (Morin et al. 2016a, b; Skrondal and Laake 2001). 
This approach represented an ideal method in which all com-
putational models could be estimated and applied under a 
consistent method. In doing so, we could control for statisti-
cal artifacts, specifically measurement error, and isolate the 
concept of interest, that is, the method by which motiva-
tion is aggregated. Outcome variables were estimated inde-
pendently through standard CFA procedures. All analyses 
were conducted in Mplus (version 7.3; Muthén and Muthén 
2015).

RAI

The RAI (Grolnick and Ryan 1989) was calculated from 
motivation subscale factor scores, with weights assigned 
according to the formula presented in the Introduction. It 
is important to note that, in prior research, the RAI has 
typically been calculated through averaged scale scores and 
not latent factors (or factor scores as is the case in the cur-
rent study). Hence, RAI scores typically do not control for 
measurement error and instead compound this error multi-
plicatively. In calculating the RAI, we control for this error 
and thus control for measurement error equally across scor-
ing methods and thereby are able to attribute differences 
between scoring methods to information loss rather than 
differences in measurement error.

Higher‑order model

Higher-order models were specified with external and 
introjected first order factors loading onto the higher-order 
“controlled motivation” factor, and intrinsic and identified 
first order factors loading onto an “autonomous motivation” 
higher order factor. When measured, we modeled amotiva-
tion as a separate latent factor. In the one samples in which 
integrated regulation was measured, it was specified to load 
onto the “autonomous motivation” factor alongside identi-
fied regulation and intrinsic motivation. Autonomous and 
controlled factors were permitted to correlate as is standard 
procedure. While alternate specifications of the higher-order 
model are sometimes applied in research, we tested only the 

ideally specified model in which error is reduced and param-
eters are not added or removed based upon fit statistics.

CFA

CFA models were estimated in line with standard independ-
ent cluster model (ICM) constraints. As such, item loadings 
on their a priori motivation factor were freely estimated, 
cross-loadings constrained to zero, and correlations between 
latent factors permitted.

ESEM and B‑ESEM

Finally, exploratory structural equation modeling (ESEM) 
and B-ESEM were conducted on the motivation scales. All 
ESEM and B-ESEM models were specified with a priori 
expectations about factor structures (similar to CFA), but 
simultaneously allowed for the free estimation of all pos-
sible cross-loadings, using target rotation (Asparouhov and 
Muthén 2009). While ESEM models freely estimated cor-
relations between motivation factors (as in CFA), B-ESEM 
models were specified such that the S-factors were orthogo-
nal as the G-factor captures variance that is common to all 
motivation items (see Morin et al. 2016a, b).

Regression

The second step involved conducting a series of SEM 
analyses in which available outcomes in each sample were 
regressed onto the saved motivation factor scores from each 
scoring method. For example, in each sample the standard 
CFA motivation factors were first used to predict outcomes, 
before the analysis was re-run with the RAI predicting the 
same outcomes instead of the CFA factors. The resulting 
explained variance (R2) was recorded for each of these analy-
ses (Tables S3, S5, S7, S9, S11, and S13), and the individual 
regression coefficients associated with each motivation type 
recorded in Tables S4, S6, S8, S10, S12, and S14. In order 
to interpret these results, we first compared the explained 
variance within samples. This was done by converting the 
estimated R2 into a proportion representing the variance 
explained in outcomes by each computational method when 
compared to the CFA model (i.e., Rcomparison

2/RCFA
2). The 

CFA model was selected as the comparison group as, of the 
commonly applied methods, it most closely represents the 
multidimensional nature of motivation which characterizes 
SDT. Because results were compared within datasets, for all 
comparative results, factors such as age, gender, scale used, 
nationality, and outcomes examined were held constant. 
This resulted in six sets of results (see Tables S15-S20). 
These results were then averaged across samples in order 
to increase interpretability and generalizability of results 
(Table 3). Additionally, in line with standard procedures, 
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the RMSEA, CFI, and TLI fit statistics were used as primary 
indicator of model fit. Additionally, information criteria 
were used to compare competing scoring methods, namely 
the Akaïke Information Criterion (AIC), the Bayesian Infor-
mation Criterion (BIC), the Adjusted Bayesian Information 
Criterion (ABIC), and the Consistent Akaïke Information 
Criterion (CAIC). Given that the RMSEA and TLI statistics 
are adjusted for parsimony (Marsh et al. 2009), these criteria 
provide estimates of goodness of model fit for competing 
models and apply penalties for added complexity, and in 
doing so aim to avoid over-fitting models with unnecessary 
parameters. Heuristically, these criteria indicate whether 
the added explanatory power of a model warrants the added 
complexity.

Results

Descriptive statistics of variables in all samples are pro-
vided in Table S2 in the supplementary materials. The fit 
statistics for the measurement models (Table 1), unsur-
prisingly, show that B-ESEM measurement models con-
sistently provided the best model fit, closely followed by 
ESEM. CFA models fit less well (and below generally 
accepted standards in four of six samples) than either 
B-ESEM or ESEM, but better than higher-order models 
across the samples. It is worth noting that B-ESEM mod-
els did not converge in sample four and neither ESEM nor 
B-ESEM models converged in sample six. 

Table 1   Measurement models fit statistics

CFA confirmatory factor analyses, ESEM exploratory structural equation modelling, BESEM bifactor-exploratory structural equation modelling, 
χ2 robust chi-square test of exact fit, df degrees of freedom, #fp number of free parameters, CFI comparative fit index, TLI Tucker–Lewis index, 
RMSEA root mean square error of approximation, 90% CI 90% confidence interval, AIC Akaïke Information Criteria, CAIC constant AIC, BIC 
Bayesian Information Criteria, ABIC sample-size adjusted BIC
Higher-order models often required additional minor parameter restrictions to force convergence on suitable solutions

Scoring Method χ2 df #fp RMSEA (90% CI) CFI TLI AIC BIC CAIC ABIC

Sample 1 (workplace) n = 621
 CFA 504.839* 137 72 0.066 (0.060; 0.072) 0.898 0.873 36,671.75 36,990.80 37,062.80 36,762.21
 Higher-order 1095.779* 148 61 0.102 (0.096; 0.107) 0.737 0.696 37,410.43 37,680.74 37,741.74 37,487.08
 ESEM 148.728* 72 137 0.041 (0.032; 0.051) 0.979 0.949 36,349.67 36,956.76 37,093.76 36,521.80
 BESEM 95.397* 59 150 0.032 (0.019; 0.043) 0.990 0.971 36,316.48 36,981.18 37,131.18 36,504.95

Sample 2 (volunteer) n = 210
 CFA 436.750* 194 81 0.077 (0.068; 0.087) 0.857 0.830 11,971.42 12,242.54 12,323.54 11,985.88
 Higher-order 473.864* 204 71 0.079 (0.070; 0.089) 0.841 0.820 11,989.41 12,227.06 12,298.06 12,002.09
 ESEM 256.864* 114 161 0.077 (0.065; 0.090) 0.916 0.829 11,879.24 12,418.13 12,579.13 11,907.99
 BESEM 166.810* 98 177 0.058 (0.042; 0.073) 0.959 0.904 11,850.63 12,443.07 12,620.07 11,882.23

Sample 3 (education) n = 945
 CFA 671.775* 160 18 0.058 (0.054; 0.063) 0.924 0.910 65,347.57 65,686.86 65,704.86 65,464.55
 Higher-order 1421.329* 167 63 0.089 (0.085; 0.093) 0.814 0.788 66,662.81 66,968.44 67,031.44 66,768.35
 ESEM 340.651* 100 130 0.050 (0.045; 0.056) 0.964 0.932 65,361.97 65,992.62 66,122.62 65,579.75
 BESEM 264.601* 85 145 0.047 (0.041; 0.054) 0.973 0.940 65,274.34 65,977.76 66,122.76 65,517.25

Sample 4 (exercise) n = 233
 CFA 148.870* 84 51 0.058 (0.042; 0.072) 0.948 0.935 11,984.61 12,160.61 12,211.61 11,998.96
 Higher-order 166.488* 87 48 0.063 (0.048; 0.077) 0.936 0.923 11,998.19 12,163.84 12,211.84 12,011.71
 ESEM 61.510* 51 84 0.030 (0.000; 0.054) 0.992 0.983 11,947.64 12,237.52 12,321.52 11,971.29
 BESEM – – – – – – – – – –

Sample 5 (physical education) n = 416
 CFA 455.490* 160 70 0.068 (0.061; 0.076) 0.874 0.851 29,462.11 29,740.99 29,810.99 29,518.87
 Higher-order 627.435* 167 63 0.081 (0.075; 0.088) 0.811 0.786 31,071.10 31,325.03 31,388.03 31,125.12
 ESEM 264.592* 100 130 0.063 (0.054; 0.072) 0.933 0.872 30,703.94 31,227.93 31,357.93 30,815.40
 BESEM 199.240* 85 145 0.057 (0.047; 0.067) 0.953 0.895 30,651.23 31,235.68 31,380.68 30,775.56

Sample 6 (sport) n = 241
 CFA 296.625* 120 69 0.078 (0.067; 0.089) 0.889 0.858 13,132.35 13,372.80 13,441.80 13,154.08
 Higher-order 683.091* 132 57 0.132 (0.122; 0.141) 0.652 0.597 13,470.47 13,669.10 13,726.10 13,488.42
 ESEM – – – – – – – – – –
 BESEM – – – – – – – – – –
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Model fit indicators that account for parsimony (i.e. 
RMSEA and TLI) likewise suggest ESEM and B-ESEM 
models are not needlessly complex. CFA models were more 
parsimonious when compared against higher-order models, 
though were did not fit as well as ESEM and B-ESEM mod-
els according to these indicators. When examining parsi-
mony of regression models through the information criteria 
(AIC, BIC, CAIC and ABIC; Table 2), results were incon-
clusive as each of the major scoring methods (i.e. CFA, 

higher order, and RAI) demonstrated superior model fit in 
different data sets. When considering parsimony of measure-
ment and regression models together, results demonstrate 
that the amount of information in a model was directly com-
parable to the models’ complexity such that more simplified 
models represented less construct-relevant information.

Results of regression analyses (R2) applying the different 
scoring methods, as well as regression weights associated 
with each regulation type are presented in Tables S3-S14. 

Table 2   Regression model fit statistics by sample

All change statistics are relative to CFA models; LL model log likelihood, #fp number of free parameters, Scaling scaling factor associated with 
MLR log likelihood estimates, AIC Akaïke Information Criteria, CAIC constant AIC, BIC Bayesian Information Criteria, ABIC sample-size 
adjusted BIC

Scoring method #fp LL Scaling AIC BIC CAIC ABIC ΔAIC ΔBIC ΔCAIC ΔABIC

Sample 1 (workplace)
 CFA 50 − 3416.68 1.337 6933.351 7154.918 7204.918 6996.176
 Higher-order 30 − 3546.33 1.352 7152.650 7285.590 7315.590 7190.345 219.299 130.672 110.672 194.169
 RAI 25 − 3581.37 1.346 7212.735 7323.518 7348.518 7244.147 279.384 168.600 143.600 247.971
 ESEM 50 − 3414.75 1.334 6929.506 7151.072 7201.072 6992.330 − 3.845 − 3.846 − 3.846 − 3.846
 BESEM 55 − 3412.74 1.315 6935.479 7179.202 7234.202 7004.586 2.128 24.284 29.284 8.410

Sample 2 (volunteer)
 CFA 99 − 2055.436 1.1713 4308.872 4640.236 4739.236 4326.547
 Higher-order 81 − 2069.239 1.2086 4300.478 4571.593 4652.593 4314.939 − 8.394 − 68.643 − 86.643 − 11.608
 RAI 63 − 2102.734 1.2799 4331.468 4542.336 4605.336 4342.716 30.990 − 29.257 − 47.257 27.777
 ESEM 99 − 2053.940 1.1612 4305.881 4637.244 4736.244 4323.555 − 16.555 103.940 139.940 − 10.129
 BESEM 108 − 2050.188 1.1362 4316.377 4677.864 4785.864 4335.658 10.496 40.620 49.620 12.103

Sample 3 (education)
 CFA 150 − 23,158.7 1.162 46,617.314 47,344.992 47,494.992 46,868.601
 Higher-order 114 − 23,245 1.186 46,718.092 47,271.127 47,385.127 46,909.070 100.778 − 73.865 − 109.865 40.469
 RAI 102 − 23,315.6 1.212 46,835.180 47,330.001 47,432.001 47,006.055 217.866 − 14.991 − 62.991 137.454
 ESEM 150 − 23,159.9 1.165 46,619.790 47,347.467 47,497.467 46,871.077 2.476 2.475 2.475 2.476
 BESEM 162 − 23,154.2 1.161 46,632.468 47,418.360 47,580.360 46,903.857 15.154 73.368 85.368 35.256

Sample 4 (exercise)
 CFA 13 − 2416.79 0.914 4859.584 4904.447 4917.447 4863.244
 Higher-order 9 − 2420.42 0.845 4858.835 4889.894 4898.894 4861.369 − .749 − 14.553 − 18.553 − 1.875
 RAI 7 − 2421.86 0.814 4857.718 4881.875 4888.875 4859.689 − 1.866 − 22.572 − 28.572 − 3.555
 ESEM 13 − 2416.08 0.918 4858.156 4903.019 4916.019 4861.816 − 1.428 − 1.428 − 1.428 − 1.428
 BESEM – – – – – – – – – – –

Sample 5 (physical education)
 CFA 115 − 3797.49 1.303 7824.988 8288.517 8403.517 7923.592
 Higher-order 85 − 3830.06 1.395 7830.122 8172.730 8257.730 7903.003 5.134 − 115.787 − 145.787 − 20.589
 RAI 75 − 3842.27 1.453 7834.532 8136.834 8211.834 7898.840 9.544 − 151.683 − 191.683 − 24.752
 ESEM 115 − 3797.44 1.304 7824.881 8288.409 8403.409 7923.485 − 0.107 − 0.108 − 0.108 − 0.107
 BESEM 125 − 3791.45 1.282 7832.897 8336.732 8461.732 7940.075 7.909 48.215 58.215 16.483

Sample 6 (sport)
 CFA 17 − 578.893 1.1167 1191.785 1251.027 1268.027 1197.140
 Higher-order 9 − 583.594 1.1868 1185.189 1216.552 1225.552 1188.024 − 6.596 − 34.475 − 42.475 − 9.116
 RAI 7 − 587.192 1.1421 1188.383 1212.777 1219.777 1190.588 − 3.402 − 38.250 − 48.250 − 6.552
 ESEM – – – – – – – – – – –
 BESEM – – – – – – – – – – –
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Table S15-S20 present this information when transformed 
into the proportion of variance accounted for by each scoring 
method when compared against CFA within each dataset. 
These results were then averaged over all samples in order 
to calculate a score indicating the overall effectiveness of 
each computational model in predicting outcomes. Specifi-
cally, Table 3 presents the average proportion of variance 
accounted for, across all outcomes and all samples, for each 
computational method as well as the associated 95% confi-
dence intervals.

Results indicate that the CFA solution was consistently 
among the most predictive models across samples with 
explained variance ranging from 0.015 (exercise behav-
ior) to 0.563 (burnout) across outcomes (MR

2 = 0.188). 
B-ESEM and ESEM models typically performed as well as 
CFA, accounting for between 101 and 94% respectively of 
the variance in the outcomes compared against CFA models 
(MR

2 = 0.203 and 0.181). All other methods were found to 
fall well below the CFA model. Specifically, higher-order 
and RAI methods were found to explain 75% (MR

2 = 0.143) 
and 66% (MR

2 = 0.134) as much variance as models utilizing 
CFA, respectively.

Interestingly, the average standard deviations of explained 
variance associated with the RAI scoring method was sub-
stantially higher than that of higher-order and CFA mod-
els (see Table 3). This indicates that the RAI may predict 
outcomes less consistently and may be more prone to high 
(or low) effect sizes in certain instances. This is evident in 
Sample 3, for example, where the RAI ranged from being 
among the strongest method in predicting student GPA to 
the weakest predictor of engagement.

Discussion

This study reviewed and compared different scoring methods 
of motivational constructs proposed by SDT to determine 
which has greater statistical soundness including parsimony, 
and predictive validity. Beginning with model fit, B-ESEM 
fit the data best, followed by ESEM, CFA, and then higher-
order models. Although more complex models such as 
B-ESEM and ESEM are expected to display greater model 
fit due to the increased parameterization, it is interesting to 
note that CFA out-performed higher-order models. Notably, 

the RAI is not a model-based estimation procedure and 
therefore cannot be compared to the other methods based 
on fit indices. Indicators of parsimony favored ESEM and 
B-ESEM measurement models, though more broadly, the 
amount of information captured by a model was approxi-
mately proportional to its complexity. This suggests that 
while simplified models do exclude construct-relevant infor-
mation, it is not beyond expectation. Finally, examination of 
variance in outcomes showed a clear division with multidi-
mensional scoring methods (CFA, ESEM, and B-ESEM) 
capable of predicting approximately 30–40% more variance 
than more simplified methods (i.e. higher-order models and 
RAI). In all, these results show that multidimensional scor-
ing methods more accurately and fully represent motivation 
within SDT and should be preferred over simplified models 
when theoretically relevant.

It is also worth noting that several instance of lost infor-
mation can be seen when examining regression results 
closely (Tables S3–S14). Sample 2 demonstrates the 
potential positive influence of introjection with result-
ing indicating a positive effect of this motivation type on 
workplace adaptivity, proactivity, and intention to stay at 
the organization. Categorizing introjected regulation as a 
“controlled” form of motivation and weighting it negatively 
in the RAI calculation excluded these effects. We also show 
several instances in which identified regulation appears a 
more important predictor than intrinsic motivation. For 
example, both Samples 3 and 6 indicate that the predictive 
capability of identified regulation when predicting GPA 
and life satisfaction (Tables S8 and S14). Additionally, as 
demonstrated in Sample 3, external regulation may play an 
increasingly negative influence when predicting GPA over 
the three measured timepoints, whereas intrinsic motivation 
appeared to become an increasingly less important predictor 
(Table S8). Each of these examples are theoretically consist-
ent representations of information captured through multi-
dimensional methods that is excluded by more simplified 
methods.

Comparing CFA, ESEM and B-ESEM, it should be noted 
that ESEM has demonstrated the ability to reduce artificially 
inflated inter-factor correlations compared to CFA (Aspa-
rouhov and Muthen 2009; Guay et al. 2015), which directly 
reduces the degree of multicollinearity. ESEM thus results 
in more accurate partitioning of explained variance between 

Table 3   Percentage of variance 
accounted by each scoring 
method in comparison to CFA 
operationalization

All numbers are percentages

Descriptive statistics CFA Higher-order RAI ESEM Bifactor ESEM

Mean 100.00 74.97 66.53 94.67 101.71
SD 0.00 12.07 22.52 11.30 4.22
95% CI upper 100.00 78.97 73.99 98.41 103.19
95% CI lower 100.00 70.97 59.06 90.92 100.22
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predictors, which overcomes one of the main criticisms of 
traditional CFA approaches. B-ESEM fares even better in 
this respect as all factors in this model are uncorrelated (with 
commonalities absorbed into the G-factor), eliminating mul-
ticollinearity entirely. While this partitioning of variance 
into orthogonal units is a strength in reducing multicollin-
earity, it also has important implications for the interpreta-
tion of regulation factors. Specifically, B-ESEM involve a 
different interpretation of motivation as it separates what is 
common across the motivational regulations into a general 
factor that has been interpreted as representing the degree 
of self-determination (as judged by the predictable pattern 
of factor loadings, Howard et al. 2018; Litalien et al. 2017) 
from the unique motivational characteristics that differenti-
ate the regulations. While in CFA and ESEM solutions, the 
intrinsic motivation factor, for example, represents both a 
high level of self-determined motivation as well as a regu-
lation-specific element (e.g. enjoyment), in B-ESEM, these 
characteristics are separated into a component representing 
the degree of self-determined (modeled by the G-factor) and 
a component purely representing “joy” or “interest” (mod-
eled in the S-factor).

A clear example of note relating to this method of parti-
tioning variance is seen in the regression results of Sample 
5 (Table S12). While the ESEM methodology indicates no 
significant relationship between external regulation and any 
outcomes, the B-ESEM solution offers a more nuanced per-
spective in which external regulation significantly predicts 
need frustration, while the general factor of self-determi-
nation has a counteracting negative influence. This clearly 
highlights that while self-determination reduces need frus-
tration, external incentives increase it. When external regu-
lation is defined as a combination of self-determination and 
external contingencies, as it is in CFA and ESEM solutions, 
these effects are entirely obscured. We argue that this parti-
tioning deserves further theoretical and empirical considera-
tion in SDT research to verify initial results (Howard et al. 
2018; Litalien et al. 2017), particularly in respect to distin-
guishing and interpreting the contribution of self-determined 
motivation versus other qualities of the regulations (e.g., 
self-esteem contingencies, meaningfulness, enjoyment) in 
predicting outcomes, and what antecedents are likely to 
affect each of them. However, both ESEM and B-ESEM 
solutions have the tendency to fail to converge in smaller 
data sets. This is noticed in two of the current samples and 
indicates that these methods will not be a viable option for 
all studies. Therefore, researchers may need to plan for larger 
sample sizes to use these methods or, alternatively, opt for 
CFA when necessary.

As such, it appears that simplified methods such as the 
RAI and higher-order models are useful for examining spe-
cific hypotheses regarding only the degree of self-determina-
tion, they will not capture regulation specific effects. While 

CFA is a somewhat suitable solution, ESEM demonstrates 
some notable advantages and is therefore preferable to CFA 
when possible. B-ESEM is a statistically strong and theo-
retically consistent approach to modeling motivation which 
demonstrates further advantages over either ESEM or CFA, 
yet further validation work is strongly encourage to more 
clearly define the nature and roles of the resulting factors.

Implications for theory, research and practice

First regarding theory, while each scoring method is sup-
ported in some way by SDT, application of these methods 
has notably different theoretical implications. For example, 
applying the RAI tells the researcher if greater (or lesser) 
levels of self-determination are significantly associated with 
a covariate. However, it does not consider the regulation 
factors themselves, excluding for example, the possibility to 
test whether identified regulation (with its focus on meaning-
fulness) or introjection (with its focus on ego-involvement) 
plays a role. Higher-order models suffer from this same 
issue. Multidimensional operationalizations, in contrast, 
contribute theoretical knowledge not available in simplified 
scoring methods. Specifically, they take into account the par-
ticularities of each regulation, which is important as these 
have shown to be significant in predicting outcomes in the 
health, education, and work domains (Burton et al. 2006; 
Gagné et al. 2015; Ng et al. 2012). B-ESEM is particularly 
noteworthy in this regard as it separates what is common 
versus specific across the motivational regulations, and 
therefore may be the most theoretically consistent approach 
to modeling motivation. These more complex multidimen-
sional scoring methods will be necessary for the future theo-
retical development of SDT. These issues are theoretically 
important because selection of a scoring method will dic-
tate the necessary interpretation of results. As each scoring 
method conceptualizes different components of motivation, 
researchers must be aware of these implications, and utilize 
scoring method appropriately to align with research ques-
tions in order to be effective.

For empirical research and practice, our results indicate 
that multidimensional scoring methods should be favored 
when possible in terms of conforming to theoretical ten-
ets of SDT, statistical soundness, and variance explained 
in outcomes. Applying these more complex methods may 
mean dealing with more motivation variables than would 
be required by simplified methods and, in the case of CFA, 
additionally dealing with the multicollinearity that comes 
along with this. One method which largely resolves these 
issues is relative weights analysis (RWA), which is most 
easily conducted through a web-based interface which pro-
duces syntax based upon imputed information (Tonidandel 
and LeBreton 2015). This method was designed to remove 
multicollinearity from correlated predictors and estimate 



Motivation and Emotion	

1 3

the proportion of explained variance each individual pre-
dictor is capable of accounting for (Tonidandel and LeBre-
ton 2011, 2015). As such, using RWA, in conjunction with 
CFA-derived motivation factors, will clearly identify which 
regulation types are influencing an outcome (and which are 
not) and indicate the relative contribution of each. Using a 
multidimensional approach accompanied by RWA may pro-
vide a relatively simple and yet highly effective way forward 
for many areas of motivation research. For example, among 
organizational scholars there has been ongoing disagreement 
concerning the role of external regulation and its ability to 
predict performance, with some arguing for a positive rela-
tionship (Gerhart and Fang 2014, 2015) and others argu-
ing for a null or even negative influence (Gagné and Forest 
2008). While an undoubtedly complex topic of study, the 
role of multicollinearity in shrouding these results remains 
unclear. The procedures recommended here, specifically, 
ESEM, CFA accompanied by RWA, or bifactor models will 
help in solving these issues. While complex, the advantages 
of not only increasing predictive capability but also model-
ling motivation more comprehensively (thereby capturing 
regulation specific effects) is something to aspire to as SDT 
continues to develop.

In addition to being theoretically meaningful, understand-
ing the contribution of each of the motivation types can 
have practical implications in the design of interventions, 
and may help practitioners decide whether they should, for 
example, direct their efforts towards making activities more 
interesting and enjoyable (i.e. intrinsically motivating), more 
meaningful (identified regulation), or whether externally 
administered rewards (external regulation) are necessary in 
order to obtain desired outcomes such as continued effort 
and performance (Gagné et al. 2015; Ng et al. 2012).

Limitations and future directions

We first acknowledge that the development and application 
of scoring methods is more complex than well-fitting models 
and increased amounts of explainable variance. Accordingly, 
we cannot give a universal recommendation as the scor-
ing method selected will depend on theoretical alignment 
between method and the hypotheses to be tested. However, 
we highlight meaningful theoretical implications and show 
empirical differences between various scoring methods and 
recommend future research account for these issues. Further 
practical considerations are also worth noting, for example, 
the expected sample size and potential restrictions on num-
ber of items measured (e.g. experience sampling methodolo-
gies and experimental research). While such considerations 
may result in the use of composite measures of motivation, 
it must however be acknowledged that such tests are incom-
plete representations of SDT (Howard et al. 2018; Litalien 
et al. 2017) and therefore carry demonstrable limitations.

A further possible limitation of the current study is the 
use of factor scores in the predictive models rather than fully 
latent models. The decision to use factor scores has moved 
the results one step away from typical research but has con-
trolled for divergences between methods being either model-
based (i.e. SEM) or not (e.g., RAI), and thereby standard-
ized one element of operationalization to enable more direct 
comparisons. While this ideally suited the current research 
questions, it is acknowledged that research using fully latent 
models could obtain slightly different results, likely favoring 
model-based methods that account for measurement error 
more fully.

Future study designs could also seek to more clearly dis-
tinguish ESEM and B-ESEM solutions and offer more con-
crete examples of when one method would be considered 
ideal over the other. While recent evidence is mounting to 
support the B-ESEM solution (Howard et al. 2018; Litalien 
et al. 2017), several issues remain to be resolved including 
the potential meaning of a general factors shifting depend-
ing on included subscales, and greater understanding of 
factors which predict each element within bifactor models. 
Future research designed to validate this factor structure is 
recommended. Finally, the current examination of different 
scoring methods was limited to SDT. We would encour-
age future research to examine multidimensional constructs 
within other theoretical frameworks and the implications of 
using subscales compared to more parsimonious methods. 
Our expectations are that such endeavors would come to 
the same list of advantages and disadvantages which would 
lead to similar recommendations. However, future research 
is needed to test the generalizability of our results.

Conclusion

Through testing and comparing multiple computational 
methods for motivational scales derived from SDT, it is 
demonstrated that multidimensional scoring methods more 
accurately and comprehensively represent motivation as 
evidenced by the greater variance explained in outcomes. 
While we acknowledge that simplified scoring methods will 
be suitable in some research contexts examining only the 
degree of self-determination, it is important to consider the 
implications of such practices and interpret results accord-
ingly. It is recommended that multidimensional methods (in 
combination with relative weights analysis when necessary) 
be used when possible in order to maximize the accuracy 
and predictive power of SDT’s motivational conceptualiza-
tion, and to capture important regulation-specific effects.
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