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Chapter 2
Supporting Human Autonomy in AI 
Systems: A Framework for Ethical 
Enquiry

Rafael A. Calvo, Dorian Peters, Karina Vold, and Richard M. Ryan

Abstract  Autonomy has been central to moral and political philosophy for millen-
nia, and has been positioned as a critical aspect of both justice and wellbeing. 
Research in psychology supports this position, providing empirical evidence that 
autonomy is critical to motivation, personal growth and psychological wellness. 
Responsible AI will require an understanding of, and ability to effectively design 
for, human autonomy (rather than just machine autonomy) if it is to genuinely ben-
efit humanity. Yet the effects on human autonomy of digital experiences are neither 
straightforward nor consistent, and are complicated by commercial interests and 
tensions around compulsive overuse. This multi-layered reality requires an analysis 
that is itself multidimensional and that takes into account human experience at vari-
ous levels of resolution. We borrow from HCI and psychological research to apply 
a model (“METUX”) that identifies six distinct spheres of technology experience. 
We demonstrate the value of the model for understanding human autonomy in a 
technology ethics context at multiple levels by applying it to the real-world case 
study of an AI-enhanced video recommender system. In the process we argue for 
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the following three claims: (1) There are autonomy-related consequences to 
algorithms representing the interests of third parties, and they are not impartial and 
rational extensions of the self, as is often perceived; (2) Designing for autonomy is 
an ethical imperative critical to the future design of responsible AI; and (3) 
Autonomy-support must be analysed from at least six spheres of experience in order 
to appropriately capture contradictory and downstream effects.

Keywords  Human autonomy · Artificial intelligence · Targeting · Recommender 
systems · Self-determination theory

2.1  �Introduction

Digital technologies now mediate most human experience from health and educa-
tion, to personal relations and politics. ‘Mediation’ here refers, not only to facilita-
tion, but also to the ways technologies shape our relations to the environment, 
including the ways we perceive and behave in different situations. This sense of 
mediation goes beyond the concept of a technology as a channel of information. It 
acknowledges that, by changing our understanding of the world and our behaviour, 
technology affects core features of our humanity. Verbeek (2011), among others, 
has argued that acknowledging technological mediation is important to understand-
ing the moral dimension of technology, as well as implications for design ethics.

In this paper we focus on human autonomy in relation to technology design eth-
ics. We rely on the definition of autonomy put forward in self-determination theory 
(SDT; Ryan and Deci 2017) a current psychological theory of motivational and 
wellbeing psychology. SDT’s approach to autonomy is consistent with both analytic 
(e.g., Frankfurt 1971; Friedman 2003) and phenomenological perspectives (e.g., 
Pfander 1967; Ricoeur 1966) in viewing autonomy as a sense of willingness and 
volition in acting (Ryan and Deci 2017). Common in these definitions is viewing 
autonomous actions as those that are or would be “endorsed by the self”. Critically, 
according to this definition, autonomy involves acting in accordance with one’s 
goals and values, which is distinct from the use of autonomy as simply a synonym 
for either independence or being in control (Soenens et al. 2007). According to SDT 
one can be autonomously (i.e. willingly) dependent or independent, or one can be 
forced into these relations. For instance a person can be autonomously collectivistic, 
and endorse rules that put group over self (Chirkov et al. 2003). This distinction is 
significant for our discussion given that, vis-a-vis technologies, individuals may or 
may not endorse giving over, or alternatively, being forced to retain, control over 
information or services being exchanged (Peters et al. 2018).

The psychological evidence aligned to this conception of autonomy is consider-
able. From workplaces, to classrooms, to health clinics, to sport fields (Ryan and 
Deci 2017), participants who experience more autonomy with respect to their 
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actions have shown more persistence, better performance and greater psychological 
wellbeing. Evidence for the importance of autonomy-support to human wellbeing, 
and to positive outcomes more generally, has more recently led to concern about 
autonomy within technology design (Peters et al. 2018). However, the identification 
of design strategies for supporting human autonomy poses at least two significant 
challenges. The first regards breadth: Design for autonomy covers very broad terri-
tory given that technologies now mediate experiences in every aspect of our lives 
and at different stages of human development, including education, workplace, 
health, relationships and more. The second challenge is that such design practices 
raise significant ethical questions which can challenge the core of how autonomy 
has been conceived across multiple disciplines. For example, most technologies are 
designed to influence (i.e. support or hinder) human behaviours and decision mak-
ing. As Verbeek (2011) has put it, “Technological artifacts are not neutral interme-
diaries but actively co-shape people’s being in the world: their perceptions and 
actions, experience and existence…When technologies co-shape human actions, 
they give material answers to the ethical question of how to act.” Therefore, inten-
tionally or not, technology design has an impact on human autonomy, and as such, 
on human opportunities for wellbeing.

This paper elaborates on the nuances of the experience of autonomy within tech-
nology environments using a model called METUX (“Motivation, Engagement and 
Thriving in User Experience”; Peters et al. 2018). The model has been described as 
“the most comprehensive framework for evaluating digital well-being to date” (Burr 
et  al. 2020), and is based on self-determination theory, a body of psychological 
research that has strongly influenced autonomy-support in fields such as education, 
parenting, workplaces and health care (Ryan and Deci 2017). SDT holds that human 
wellbeing is dependent on the satisfaction of basic psychological needs for auton-
omy, competence, and relatedness. Herein, we focus exclusively on autonomy 
owing to its particular relevance in relation to discussions of machine autonomy, 
and its centrality among principles for ethical AI.

We begin by briefly reviewing some of the predominant conceptions of auton-
omy within philosophy, giving special attention to notions that stand to inform the 
design of AI environments. In Sect. 2.2, we look at how autonomy, and ethics more 
broadly, have been perceived within the engineering and technology industry. In 
Sect. 2.3, we summarise the work in human-computer interaction (HCI) that has 
bridged technology with the social sciences to improve support for human auton-
omy within digital systems—sometimes within the larger context of designing for 
psychological wellbeing. In Sects. 2.4 and 2.5, we provide rationale for the specific 
value of SDT, as compared to other psychology theories, for understanding AI expe-
rience. Then, in Sect. 2.6 we describe the example of the YouTube video recom-
mender system as a case study for illustrating various autonomy-related tensions 
arising from AI, and the value of applying the METUX model for better understand-
ing the complexities. The model is elaborated in Sect. 2.6 and applied to the case 
study in Sect. 2.7. In Sect. 2.8, we conclude.
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2.2  �Philosophical Positions on Autonomy

Concepts of human autonomy have long played an important role in moral and 
political philosophy.

Despite general agreement that human autonomy is valuable and merits respect, 
there is less agreement around what autonomy is, and why (and to what extent) it 
should be valued and respected. We will not attempt to settle these disagreements, 
but here we will lay out a few conceptual distinctions with the aim of providing clar-
ity around the notion as we employ it.

The term autonomy was originally used by the Ancient Greeks to characterize 
self-governing city states. They did not explicitly discuss the concept of individual 
autonomy, which has, in contrast, preoccupied many modern philosophers. John 
Stuart Mill, in his famous work On Liberty, did not use the term autonomy, but 
nonetheless argued for the concept of “self-determination” broadly as “the capacity 
to be one’s own person, to live one’s life according to reasons and motives that are 
taken as one’s own and not the product of manipulative or distorting external forces.” 
(Christman 2018). The value of this capacity is not limited to any domain—it is a 
characteristic that can apply to any aspect of an individual’s life, though for Mill, it 
is perhaps most significant in the moral and political spheres (Christman 1989, 2018). 
Indeed, he saw self-determination as a basic moral and political value because it is 
“one of the central elements of well-being” (Mill 1859/1975, ch. 3). For Mill, then, 
individual autonomy is a psychological ideal, and represents a constitutive element 
of one’s well-being. Furthermore, for Mill this ideal has a normative aspect, which 
grounds certain duties on others. Individuals have a right to self-determine, and so 
others have an obligation not to unduly interfere with others’ decisions or ability to 
live in accordance with their own reasons and motives.

Of course, Mill is just one of many philosophers of autonomy. Immanuel Kant, 
for example, was occupied with an a priori concept of rational autonomy that, he 
argued, is presupposed by both morality and all of our practical thought. Hill (2013) 
highlights that in Kant’s view, certain conditions should be met for a decision or 
action to be considered autonomous. First, the agent has to have certain relevant 
internal cognitive capacities that are necessary for self-governance, but that are 
widely thought to be lacking in most animals, children, and some mentally disabled 
adults. Second, the individual has to be free from certain external constraints. Like 
Mill, Kant also recognized that our capacities for rational autonomy can be illegiti-
mately restricted by external forces in many ways, including “by physical force, 
coercive threats, deception, manipulation, and oppressive ideologies” (Hill 2013), 
and that a legal system is needed to “hinder hindrances to freedom” (Kant, 
RL6:230–33; quoted in Hill 2013). The notion of manipulation and deception as a 
hindrance to autonomy is particularly relevant within certain technological environ-
ments and we will touch on this later within our example.

If, for the sake of this discussion, we accept autonomy as willingness and self-
endorsement of one’s behaviors, then it’s useful to highlight the opposite, heteron-
omy, which concerns instances when one acts out of internal or external pressures 
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that are experienced as controlling (Ryan and Deci 2017). Feeling controlled can be 
quite direct, as when a technology “makes” someone do something that she does not 
value (e.g., an online service that forces the user to click through unwanted pages 
illustrates a minor infringement on autonomy). But it is not only external factors 
that can be coercive, there are also internally controlling or heteronomous pressures 
(Ryan 1982) that can reflect a hindrance to autonomy. For example, technology 
users can develop a compulsion that leads to overuse, as widely seen with video 
games and social media (e.g., Przybylski et al. 2009). Many use the term “addic-
tion,” in describing overuse, to convey a coercive quality. Popularly, the concept of 
FOMO (fear of missing out) describes one such type of technology-induced com-
pulsion to constantly check one’s social media. Przybylski et al. (2013) found that 
FOMO was higher in people who heavily used social media, and was also associ-
ated with lower basic need satisfaction, including lower feelings of autonomy, and 
lower mood.

Such examples suggest that even though a user might appear to be opting into a 
technology willingly, the experience may nonetheless feel controlling. Self-reports 
that “I can’t help it” or “I use it more than I’d like to” reflect behaviour that is not 
fully autonomous (Ryan and Deci 2017). In fact, there are now many technologies 
available which are dedicated solely to helping people regain self-control over their 
use of other technologies (Winkelman 2018).

Taking these points together, we can outline a series of characteristics for a con-
ceptualisation of autonomy useful for AI and technology contexts. For this working 
definition, we can conclude that human autonomy within technology systems 
requires:

•	 A feeling of willingness, volition and endorsement.
•	 The lack of pressure, compulsion or feeling controlled.
•	 The lack of deception or deliberate misinformation.

Although this is, of course, not a complete or sufficient conceptualisation for opera-
tionalising human autonomy within AI systems, it forms a helpful foundation that 
provides a basis for addressing a large number of the key tensions that arise within 
these contexts, which will be demonstrated within our case study in the second half 
of this chapter. However, first we will turn to perceptions and manifestations of 
autonomy within computer science, engineering, and human-computer interaction.

2.3  �Notions of Autonomy Within Technology Fields

Although we have highlighted that human autonomy has long been important to 
philosophy and the social sciences, engineering and computer science have tended 
to focus on machine autonomy. For example, as of 2019, a search for the word 
“autonomy” in the Digital Library of the Association for Computing Machinery 
(ACM) reveals that of the top 100 most cited papers, 90% are on machine auton-
omy. However, human autonomy has begun to assert itself within the technology 

2  Supporting Human Autonomy in AI Systems: A Framework for Ethical Enquiry



36

industry of late, due to a growing public concern over the impacts of AI on human 
wellbeing and society. In response, philosophers and technology leaders have gath-
ered and come to consensus over the need to respect and support human autonomy 
within the design of AI systems (Floridi et  al. 2018). New sets of AI principles 
codify autonomy-support, mirroring a similar refocus on autonomy within health 
(Beauchamp and Childress 2013).

The Institute of Electrical and Electronics Engineers (IEEE), the world’s largest 
professional engineering organisation, states that its mission is to “foster techno-
logical innovation and excellence for the benefit of humanity” (IEEE 2019). This 
benefit has traditionally been interpreted as maximizing productivity and efficiency 
(i.e. the rate of output per unit of input), an approach that has fuelled decades of 
work on automation and computer agency within the industry. Automation is a 
design strategy aimed at maximising productivity by avoiding the need for human 
intervention. As such, the vast majority of research in engineering has focused on 
the design of autonomous systems, particularly robots and vehicles (e.g., Baldassarre 
et al. 2014).

Within engineering practice, there has traditionally been little questioning of 
productivity, efficiency, and automation as primary strategies for benefiting human-
ity. Ethics within engineering education has focused on ensuring safe and properly 
functioning technologies. While it could be argued that productivity is a poor proxy 
for human benefit, it might also be argued that, at a basic level, by creating products 
to satisfy human needs, engineers have taken humans as ends-in-themselves and 
therefore, essentially acted ethically (in Kantian terms). Yet this would be true only 
under conditions where the needs satisfied are ones both endorsed and valued by 
users. In fact, many new business models focus on users data and attention as the 
basis for monetisation, turning this traditional value structure on its head and make 
humans merely a “means-to-an-end”. For example, on massively popular platforms 
like YouTube, Facebook and Instagram, what is being harvested and sold is user 
attention, which is valuable to marketers of other products. In this new economic 
model of attention trading, engineers create technologies that collect user data and 
attention as input, and hours of engagement and user profiling as output to be sold 
to advertisers. Within these systems, the human is an essential ‘material’ or means 
to an end.

Aside from some of the broad ethical issues relating to this business model, 
implications for human autonomy can specifically arise from a disalignment 
between commercial interests and user interests. Where marketers are the “real” 
customers, serving user best interest is only important to the extent that doing so is 
necessary for serving the interests of marketers. Therefore, if there are ways to 
increase engagement that are manipulative or deceptive to the user, but effective, 
then these methods are valuable to business (and to the machine learning algorithms 
programmed to ‘value’ these things and optimise for them).

In addition, when users choose to adopt a technology, but under conditions in 
which the use of their behavior, personal information, or resources is not disclosed, 
the user’s autonomy is compromised. This is especially true where the information 
would potentially alter their choices. Not surprisingly, human autonomy has 
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suffered in a number of ways within this new business model, including through 
increased exposure to misinformation, emotional manipulation and exploitation. 
We touch on some of these in more detail in our case study later).

Concerns about this new economy, sometimes referred to as “surveillance capi-
talism”, have grown steadily (Zuboff 2019; Wu 2017). In response, engineers and 
regulators have begun attempting to devise ethical boundaries for this space. For 
example, in 2017 the IEEE began the development of a charter of ethical guidelines 
for the design of autonomous systems that places human autonomy and wellbeing 
(rather than productivity) at the centre (Chatila et al. 2017). In fact, a growing num-
ber of employees and industry leaders, many responsible for contributing to the 
most successful of the attention market platforms, are beginning to openly acknowl-
edge the intrinsic problems with these systems and push for more “responsible” and 
“humane” technologies that better benefit humanity (e.g. humanetech.com; dote-
veryone.org.uk).

Thus, at the cusp of the third decade of the twenty-first century, the technology 
industry finds itself in a kind of ethical crisis with myriad practical implications. 
Many who benefit from the attention market continue to defend its current strate-
gies, while others are increasingly expressing self-doubt (e.g. Schwab 2017; Lewis 
2019), signing ethical oaths (e.g. the Copenhagen Letter, see Techfestival 2017), 
joining ethics committees (see doteveryone.org for a list of charters, oaths and com-
mittees), and challenging the status quo within their own organisations (e.g. Rubin 
2018). Others, having identified business models as core to the problem, are experi-
menting with alternative models, such as subscription services (which generally do 
not rely on ad revenue), social enterprises, and “B corporations” designed to “bal-
ance purpose and profit”.1

2.4  �Designing for Autonomy in HCI

A handful of researchers in human-computer interaction have been working on sup-
porting human autonomy through design since at least the 1990s. For example, 
Friedman (1996) described three key design factors for a user interface that impact 
autonomy, including system capability, system complexity, misrepresentation, and 
fluidity. In the last five years, a number of researchers have developed new design 
methods for supporting autonomy which go beyond the immediate effects of a user 
interface and extend to autonomy as a life-wide experience. These methods have 
often approached autonomy through the larger contexts of psychological wellbeing 
(Peters et  al. 2018; Gaggioli et  al. 2017; Calvo and Peters 2014; Desmet and 
Pohlmeyer 2013; Hassenzahl 2010) and human values (Friedman and Hendry 2019; 
Flanagan and Nissenbaum 2014) and often build on psychological theories, such as 

1 See http://bcorporation.net/
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theories of positive psychology (Seligman 2018), hedonic psychology (Kahneman 
et al. 1999), or motivation (Hekler et al. 2013).

These approaches have generally been based on the idea of translating psychol-
ogy research into design practice. However, empirical evidence for the effectiveness 
of these translational models, and the extent to which they impact the quality of 
design outcomes, is still emerging. Among the psychological theories translated 
into the design context, SDT has perhaps been the most systematically applied. The 
likely reasons for this are outlined below.

2.5  �SDT as a Basis for Autonomy-Supportive Design

SDT has gathered the largest body of empirical evidence in psychology with respect 
to issues of autonomy, psychological needs, and wellbeing. In its broadest strokes, 
SDT identifies a small set of basic psychological needs deemed essential to people’s 
self-motivation and psychological wellbeing. It has also shown how environments 
that neglect or frustrate these needs are associated with ill-being and distress (Ryan 
and Deci 2000, 2017). These basic needs are:

• Autonomy (feeling willingness and volition in action),
• Competence (feeling able and effective),
• Relatedness (feeling connected and involved with others).

Although in this article we focus on the individual’s need for autonomy, we note 
that aiming to support all three is important for human wellbeing, and therefore, 
essential criteria for the ethical design of technology. Indeed, innate concerns over 
our basic psychological needs are reflected in modern anxieties over AI systems. 
Take, for example, the fears that AI will take over our jobs and skills (threatening 
our competence), take over the world, (threatening our autonomy) or replace human-
to-human connection (threatening our relatedness). Ensuring support for basic psy-
chological needs constitutes one critical component of any ethical technology 
solution.

In addition to its strong evidence base, there are also a number of qualities of 
self-determination theory that make it uniquely applicable within the technology 
context. Firstly, as a tool for applied psychology, SDT is sufficiently actionable to 
facilitate application to technology and design. However it is not so specific that it 
loses meaning across cultures or contexts. Up to this point, research on psychologi-
cal needs across various countries, cultures, and human developmental stages pro-
vides significant evidence that autonomy, competence and relatedness are essential 
to healthy functioning universally, even if they are met in different ways and/or 
valued differentially within different contexts (e.g., Yu et al. 2018).

Second, SDT literature describes, and provides empirical evidence for, a spec-
trum of human motivation which runs along a continuum from lesser to greater 
autonomy (Howard et al. 2017; Litalien et al. 2017). This motivation continuum 
has, for example, been used to explain varying levels of technology adoption and 
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engagement as well as the powerful pull of video games (Ryan et al. 2006; Rigby 
and Ryan 2011).

An additional pragmatic point is that SDT provides a large number of validated 
instruments for measuring autonomy (as well as wellbeing and motivation). These 
can be used to directly quantitatively compare technologies or designs with regard 
to an array of attributes and impacts. Related to this point, perhaps the most impor-
tant advantage of SDT for integrating wellbeing psychology into the technology 
context is its unique applicability to almost any resolution of phenomenological 
experience. That is to say, its instruments and constructs are as useful at measuring 
autonomy at the detailed level of user interface controls as they are to measuring the 
experience of autonomy in someone’s life overall. In contrast, most other theories 
of wellbeing are applicable only at higher levels. For example, Quality of Life mea-
sures used in Wellbeing Economics focus on the life level (Costanza et al. 2007). 
Moreover, SDT’s measures can be used to measure the psychological impacts of 
any technology, regardless of its purpose and whether it is used only occasionally or 
everyday.

For example, Kerner and Goodyear (2017) used SDT measures to investigate the 
psychological impact of wearable fitness trackers over eight weeks of use. Results 
showed significant reductions in need satisfaction and autonomous motivation over 
that time. Qualitative evidence from focus groups suggested the wearables cata-
lyzed short-term increases in motivation through feelings of competition, guilt, and 
internal pressure, suggesting some ways in which lifestyle technologies can have 
hidden negative consequences in relation to autonomy. Furthermore, SDT measures 
have been widely applied to compare various video game designs, showing how 
design approaches can differentially impact autonomy, and thereby influence sus-
tained engagement and enjoyment (e.g., Ryan et al. 2006; Peng et al. 2012).

As helpful as SDT promises to be for technology design research, it has not, until 
recently, provided a framework for differentiating experiences of autonomy with 
respect to the various layers of human technology interactions. This gap has only 
became salient as the theory has been applied in technology applications where a 
large range of different resolutions must be considered and where these can present 
contradictory effects on psychological needs. For example, “autonomy-support”, 
with respect to technology, might refer to customisable settings that provide greater 
choice in use of the software. Alternatively, it might refer to the way a self-driving 
car affords greater autonomy in the daily life of someone who is physically dis-
abled. While both describe experiences of increased autonomy, and autonomy-
supportive design, they are qualitatively very different and only the latter is likely to 
cause measurable impact at a life level. Moreover, a game may increase psychologi-
cal need satisfaction within the context of gameplay (providing strong experiences 
of autonomy and competence during play) but hinder these same needs at a life level 
(if overuse feels compulsive and crowds out time for taking care of work, family and 
other things of greater import).

Therefore, it is clear that greater precision is required in order to effectively iden-
tify and communicate conceptions of autonomy at different resolutions within tech-
nology experience. Calvo et al. (2014) first highlighted this need and presented a 
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framework distinguishing four “spheres of autonomy”. Peters et al. (2018) expanded 
on this work substantially, developing as part of a larger framework, a six-sphere 
model of technology experience that identifies six distinct levels at which all three 
psychological needs can be impacted. It is this model that we believe can be use-
fully applied to our understanding of ethical conceptions of autonomy within tech-
nology experiences, and we will describe it in greater detail in Sect. 2.6. However, 
it may first be helpful to turn to a case study to provide greater context. Specifically, 
we provide a brief analysis of the YouTube video recommender system and its 
implications for human autonomy.

2.6  �Autonomy in Context: The Example of the YouTube 
Recommender System

Different accounts of autonomy have significantly different practical implications 
within technology experience. For example, when discussing freedom of speech on 
the Internet, autonomy is appealed to by both those arguing for the right to free 
speech (even when it is hateful) and those defending the right to be free from hate 
speech (Mackenzie and Stoljar 2000). The designers of the systems that mediate 
today’s speech must make values-based decisions that affect this balance, and that 
impact how individuals experience communication with others.

In the case of YouTube, for example, the action of uploading or ‘liking’ a dis-
criminatory video occurs within the context of a system of recommendations that 
either supports or suppresses the likelihood of such videos being seen. For example, 
a user who “likes” one video which contains slightly racially bigoted content, is 
then likely to get shown more of them, many of which may be more explicitly dis-
criminatory, since the algorithm is influenced by the engagement advantages of 
extreme and emotionally-charged headlines (i.e. clickbait). Shortly, this user’s 
YouTube experience may be dominated by videos aligned only to a particular 
extreme view. This experience leaves the user within a social “reality” in which 
“everyone” seems to support what, in truth, may be a very marginal view. “Evidence” 
is given, not only by the videos that constitute this environment, but also by the 
thousands of likes associated with each, since the videos have previously been 
shown primarily to users more likely to “like” them, thanks to the recommenda-
tion system.

The ideological isolation caused by this “filter bubble” doesn’t even require the 
user to enter search terms because recommendations are “pushed” unsolicited into 
the visual field beside other videos, and may even autoplay. This scenario shows 
how social influence can be constructed by a system that is deliberately designed to 
reflect a biased sample. For an unwitting user, this biased representation of the zeit-
geist creates reinforcement feedback.

Furthermore, consider the consequences of how frictionless uploading a racially 
charged video is within systems that create a social environment in which such 
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content would mostly receive positive comments. While in a non-digitally mediated 
life, a person might not consider producing or engaging with such content because 
of negative social reactions, in the algorithmically shaped online world the same 
behaviour is encouraged and perceived as a norm. In other words, before our con-
tent was being filtered by an AI system, one had to consider the potential diversity 
of ‘listeners’. Few would stand on a busy sidewalk in a diverse metropolitan area 
handing out racially charged flyers. But on YouTube, one can experiment with 
extreme views, and put out hateful content with some guarantee that it will be shown 
to an audience that is more likely to receive it well.

The example of YouTube recommender and “like” systems lends strong evidence 
for the notion of technological mediation (Verbeek 2011) and the “hermeneutic 
relations” (Ihde 1990) through which human interpretation of the world is shaped. 
The AI-driven recommendation system shapes, not only how we perceive our social 
situation and our understanding of the world, but also our behaviour. This presents 
an interesting challenge for autonomy support. Unaware of the bias, a user is likely 
to feel highly autonomous during the interaction. However, the misinformation (or 
misrepresentation) potentially represents a violation of autonomy according to most 
of the philosophical views discussed earlier, as awareness of potentially conflicting 
alternative information would likely become more phenomenologically salient if 
the user were informed of the manipulation. Understanding autonomy as reflective 
endorsement (e.g., Frankfurt 1971), technologies that obscure relevant consider-
ations compromise autonomy.

This is akin to similar problems within human-human relations, and the defini-
tion of ‘misleading’ (as opposed to erroneous) is sometimes controversial since it is 
often based on intentions which can be difficult to prove. For example, it may ben-
efit technology makers to deliberately obscure information about how data is used 
(hiding it within inscrutable terms and conditions). For instance, some developers 
obscure the uses they may make of location data (Gleuck 2019). In our case study, 
it’s unlikely YouTube developers deliberately intend to fuel radicalisation. However, 
they might choose to overlook the effect if the technical approach is sufficiently 
effective by other measures. While human intention can be difficult to prove, an 
algorithm’s “intention” is far more straightforward. It must be mathematically 
defined based on an explicit goal, for example, “optimise user engagement.” This 
allows for ethical enquiry into the potential consequences of these goals and algo-
rithmic drivers. If we know the algorithm “intends” to do whatever will most effec-
tively increase user engagement and it does so by narrowing the diversity of content 
shown, what might some of the implications be on human autonomy?

In one sense, YouTube’s system can be thought of as empowering user auton-
omy—for both producers and consumers of content. It empowers producers to post 
the content they want to post, while at the same time it is less likely that someone 
who would be offended will be shown it (freedom to create hate speech is respected 
while freedom to be free from hate speech is also supported). Indeed, at one level 
the ‘dilemma’ of hate speech has been resolved (in essence, by creating different 
worlds and allowing each user to exist in the one they prefer).
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But these virtual worlds are illusory and ephemeral and their effects can carry 
into the real world. We believe a new dilemma arises that can only be clearly seen 
when viewed across distinct spheres of technology experience. For instance, this 
optimistic analysis of YouTube’s design as a solution to freedom of speech tensions 
relies, not only on ignoring the extent to which recommender systems shape the free 
speech that is viewed, but also on an entirely individualistic and exclusively low-
resolution analysis of autonomy—one that excludes the broader social reality of the 
individual. In this non-relational account, the individual can be considered “autono-
mous” as long as options are offered and not imposed by the system. However, the 
system must inevitably “impose” some content to the extent that it can’t show all 
available videos and must choose on behalf of the user what options they will have. 
When the number of options is infinite the choice architecture may be driven by 
social variables. Not taking into account broader social impacts of the technology’s 
silent restructuring of reality also has consequences.

One example of the consequences of ignoring the socially-situated reality of 
technologies can be found in the work of Morley and Floridi (2019a, b) who 
explored the narratives of empowerment often used in health policy. They consider 
how digital health technologies (DHTs) act as sociocultural products and therefore 
cannot be considered as separate from social norms or the values they have on oth-
ers. In this context health technologies designed to “empower” (i.e. support human 
autonomy) create scenarios of control through which potentially shaming or ‘victim 
blaming’ messaging fosters introjected motivation, whereby self-worth is contin-
gent on performing the prescribed behaviors (see also Burr and Morley 2019). We 
argue that a new conceptual lens is needed to make sense of scenarios like these—a 
lens that considers the different levels at which personal autonomy can be impacted. 
While any perspective on these questions is likely to be incomplete, we believe that 
at least acknowledging the various interdependent layers of impact is an impor-
tant start.

2.7  �Applying the “METUX” Model to the Analysis 
of Autonomy Support Within Digital Experience

As mentioned previously, self-determination theory posits that all human beings 
have certain basic psychological needs including a need for competence, related-
ness, and, most germane to our discussion, autonomy. Significant evidence for this 
theory of basic psychological needs (BPNs), has accrued over the past four decades 
and includes research and practical application in education, sport, health, work-
place and many other domains (see Ryan and Deci 2017; Vansteenkiste et al. 2019 
for extensive reviews).

Recent efforts applying SDT to technology have revealed the need for an addi-
tional framework of analysis in order to more accurately understand BPNs within 
the technology context. In response, Peters et  al. (2018) developed a model of 
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“Motivation, Engagement and Thriving in User Experience” (METUX). Figure 2.1 
provides a visual representation of the model.

The METUX model, among other things, introduces six separable “Spheres of 
Technology Experience” in which a technology can have an impact on our basic 
psychological needs. Broadly, the first sphere, Adoption, refers to the experience of 
a technology prior to use, and the forces leading a person to use it. For example 
marketing strategies can tap into internal self-esteem pressures to induce people to 
buy, or they can take an informational and transparent approach to encourage choice. 
Adoption can be a function of external and social pressures, or something more 
volitional.

Once someone begins using a technology, they enter the next four spheres of the 
“user experience”. At the lowest level of granularity, the Interface sphere involves 
a user’s experience interacting with the software itself, including the use of naviga-
tion, buttons and controls. At this level, a technology supports psychological needs 
largely by supporting competence (via ease-of-use) and autonomy (via task/goal 
support and meaningful options and controls).

The next sphere, Task refers to discrete activities facilitated by the technology, 
for example “tracking steps” in the case of a fitness app or “adding an event” as part 
of using calendar software. Separate to the effect of the interface, these tasks can 
each be accompanied by more or less need satisfaction. Some tasks for example, 
may feel unnecessary, irrelevant or even forced on users, whereas others are under-
stood as useful, and thus done with willingness.

Combinations of tasks generally contribute to an overall behaviour, and the 
Behaviour sphere encompasses the overarching goal-driven activity enabled, or 
enhanced, by the technology. For example, the task “step-counting” may contribute 
to the overall behaviour: “exercise”. Regardless of how need-supportive a 

Fig. 2.1  Spheres of technology experience, a component of the METUX model
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technology is at the interface and task levels, a behaviour such as exercising might 
be more or less a self-endorsed goal and domain of activity.

The final sphere within the user’s direct experience is Life, which captures the 
extent to which a technology influences the fulfillment of psychological needs, such 
as autonomy, within life overall, thus potentially effecting the extent to which one is 
“thriving”. For example, even though a person may autonomously adopt an activity 
“tracker,” and feel comfortable at the interface and task levels, the use of the tracker 
may still compromise one’s overall sense of autonomy and wellness at the life level, 
as suggested by the research we reviewed by Kerner and Goodyear (2017).

In sum, a user may feel autonomous when navigating the interface of a fitness 
app, but not with respect to step counting (e.g. “I can’t possibly do 10,000 steps 
every day”). Or, they may find step counting increases their sense of autonomy but 
not their experience of autonomy with regard to exercise overall. Finally, a technol-
ogy may fulfil psychological needs at the levels of interface, task and behaviour but 
not have a measurable impact on one’s life. The ways in which the spheres frame-
work allows designers to identify and target need satisfaction at all relevant levels 
makes them helpful to design. The existence of measures for need satisfaction that 
can be applied at most of these spheres, also makes them actionable.

Finally, expanding beyond the user experience, we come to Society which 
involves impact on need satisfaction in relation to all members of a society, includ-
ing non-users of a technology (and non-humans). For example, a person might 
enjoy their new smartphone, and endorse its adoption, but component parts made of 
gold are manufactured through abusive labour practices. More broadly the voli-
tional use of smartphones may change the overall patterns of interaction between 
humans, in ways for better and worse or have a collective impact on child develop-
ment. More detailed explanations for each of these spheres is given in Peters 
et al. (2018).

It is important to note that the boundaries between spheres are conceptual and 
examples of overlap and interrelation naturally exist. The point is not to overempha-
size the boundaries but to provide a way of organising thinking and evaluation in a 
way that can address the layered, and potentially contradictory, parallel effects of 
technology designs (e.g., when a technology supports psychological needs at one 
level while undermining them at another).

2.8  �Returning to the Case Example: Applying the METUX 
Spheres to YouTube Systems

In the previous section we described the spheres in relation to the satisfaction of 
psychological needs. Coming back to our YouTube case study, we can begin to 
apply the lens of the METUX spheres to an exploration of ethical issues to do with 
autonomy in relation to this technology.
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2.8.1  �Adoption

Beginning with Adoption, the initial autonomy-related issue that arises is the extent 
to which someone’s adoption of a technology is autonomous (rather than con-
trolled). When someone starts using YouTube for the first time, SDT predicts that 
the extent to which they do so autonomously (i.e. because they wanted to versus 
because they feel pressured to do so) will have an impact on their engagement after-
ward. People are often compelled to use technologies, for example, for work, school, 
or in order to be part of a group or community. While technology makers may have 
little control over this area of impact, they can look at ways to communicate the 
benefits of the technology (i.e. through marketing) to increase endorsement. An 
ethical enquiry might explore questions like: “Do people feel pressured to adopt the 
platform and if so, what are the sources of that pressure?” “To what extent is infor-
mation available about the technology’s benefits and risks transparent or mislead-
ing?” And, “Is the platform equally available to all people who might benefit from 
it, or are their exclusionary factors that may be a concern?” (e.g., to do with cost, 
accessibility, region, etc.).

2.8.2  �Interface

Once someone becomes a user of the platform, we turn to the Interface sphere. 
Within our example, YouTube’s autoplay feature is an interface design element that 
can cause autonomy frustration as it makes decisions automatically for the user 
about what they will watch and when, without confirming endorsement. Autoplay 
can be turned off, but the feature is opt out rather than opt in. This clearly benefits 
media providers by increasing hours of user engagement, but the extent to which it 
benefits users is more questionable and will likely depend on the individual. 
Autoplay is just one example of how even the design of low-level controls can 
impact human autonomy and carry ethical implications. Design for autonomy-
support in this interface sphere is largely about providing meaningful controls that 
allow users to manipulate content in ways they endorse. Focusing on ethics at the 
interface directs our attention to the things over which users are given control and 
things over which they are not, as well as the limits placed on that control.

2.8.3  �Tasks

Within the Tasks sphere, we encounter the wide range of activities afforded by a 
system. Specifically, YouTube supports uploading of videos, “liking” content, 
searching, browsing, and creating channels, as well as tasks effected by the recom-
mender system described previously. One example of ethical enquiry at this level is 
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provided by Burr et al. (2018) who review the different ways Intelligent Software 
Agents (ISA), such as recommender systems, interact to achieve their goals. 
Specifically, they identify four strategies: coercion, deception, trading and nudging 
provide task level examples such as: “recommending a video or news item, suggest-
ing an exercise in a tutoring task, displaying a set of products and prices”. Coercion 
might involve, for example, forcing a user to watch an ad before continuing to a 
movie. However, even ‘forced’ behaviours may be relatively endorsed by the user 
(e.g. “I don’t mind watching an ad if it allows the content to be free”) and designers 
can work to gain this endorsement by providing rationale for the infringement. 
Deception involves the use of misleading text or images to engage the user in a task 
(e.g., phishing scams) while trading occurs when the ISA makes inferences about 
the users’ goals and uses them to offer options that maximise both the users’ and the 
ISA’s goals. The final form of interaction presented by the authors is nudging, which 
involves the use of available information or user bias to influence user decision-
making (see Arvanitis et al. 2019).

In workplaces, tasks are particularly important because they are the focus of 
automation efforts. While the totality of what an employee experiences as her “job” 
is often hard to automate, tasks are not. In some cases, task automation can benefit 
a job, but in others it can be enough to eliminate it. For example, Optical Character 
Recognition might improve experience for an accountant by making their work 
more efficient and accurate, however it may entirely eliminate the job of a data entry 
person. The impact of AI on workplaces will likely be through replacing human 
tasks. Technology designers will often focus on tasks, both when the goal is to 
engage the user as means-to-a-commercial-end, or when automating something that 
a human used to do.

2.8.4  �Behaviour

In our YouTube case study, tasks like content browsing and “liking” contribute to 
different behaviours for different users. Broadly, all users “consume media”, and 
some of them do this for purposes of “entertainment” or “education”. A smaller 
number of users, “publish media” and they might do this for the purpose of “com-
munication” or “work,” each of which can be thought of as a behaviour. Targeting 
autonomy at this level draws attention to the needs of content producers to feel 
autonomous in creating and disseminating their work and designers might ask 
“What will help support a video producer’s feelings of autonomy?” or “What are 
their goals and values and how can YouTube’s design support these?” For an ethical 
enquiry, we might investigate what rights producers retain with respect to their con-
tent, what policies and limits are placed on what can be published, as well as the 
reasons for those limits. We might also scrutinize the ways media is presented or 
distorted as a result of the unique characteristics of the technology, and what impli-
cations this might have on the autonomy of users.
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Moreover, the way in which technologies work to grab attention is critical to 
ethical questions of autonomy, since, if we accept that attention, as William James 
(1890) described it, is “the essential phenomenon of will” there is little room for 
autonomous action without it. For example, when a student watches a lecture on 
Youtube for a class, he is pursuing a goal to learn and fulfil course requirements. 
When his attention is then drawn by a video recommendation, the original intention 
(to learn) may be forgotten, and with it, the nature of the behaviour. Behaviour 
change is often driven by an intention imposed by a technology, and often without 
awareness of the individual effected, and therefore can be said to affect autonomy.

2.8.5  �Life

In some cases, YouTube may become a significant influence on someone’s life in 
either a positive or negative way. For example, one user might earn enough to make 
a living as a “YouTuber” while another may start and maintain a yoga practice 
because of it. On the other hand, another user may find it difficult to stop overusing 
YouTube, or a vulnerable teenager may find herself with easy access to pro-
anorexia videos.

As we touched on previously, designing to increase the amount of time users 
spend on a system can fuel overuse, reducing time they have available to engage in 
other healthy activities (such as connecting with friends, parenting, working, or 
experiencing nature). This can have consequences on life-level autonomy and other 
psychological needs. In extreme cases, overengagement has been viewed as addic-
tion (Kuss and Lopez-Fernandez 2016), a condition in which autonomy is signifi-
cantly frustrated.

The possible examples are many but the important point is that circumstances 
exist in which YouTube will have measurable effects on autonomy at the Life level. 
Ethical enquiry into life-level impact explores influence above and beyond the vir-
tual boundaries of the technology and will rely on research into the human experi-
ence of actual use or, for new or prototype technologies, on anticipatory analysis.

2.8.6  �Society

Finally, should some of these life level experiences propagate they could add up to 
identifiable impact within the society sphere. Here again, a combination of socio-
logical research on patterns of use and/or anticipatory processes involving multiple 
stakeholders will be necessary for identifying critical ethical issues which stand to 
reverberate across society.

A useful parallel might be drawn with respect to ‘sustainable’ and ‘circular’ 
design. Just as we need to design in ways that preserve the natural environment for 
our survival, digital technologies, like YouTube, need to be designed in ways that 
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minimise negative impact on individuals and societies to preserve a ‘sustainable’ 
social environment. For example, the extent to which recommendation systems 
might coopt attention, change intention and behaviour, and even construct social 
norms, could have deleterious effects on social interaction, societal values and poli-
tics. Filter bubble dynamics, discussed earlier, may deprive individuals of contact 
with information that may influence their reflective considerations, leading them to 
support social movements they otherwise would not endorse. Finally, technologies 
may drive consumer behaviors which may be satisfying in an immediate sense, but 
which ultimately impact the health and wellness of many members of society, 
including those who do not consume, or cannot access, the products pushed by a 
technology.

Addressing societal autonomy requires a relational conception of autonomy 
(Mackenzie and Stoljar 2000) which acknowledges, among other things, the extent 
to which individual autonomy is socially situated and therefore influenced by will-
ing obligations and interdependence with others (e.g., caring between parents and 
children, the collective goals of a group, a desire for national sovereignty.) When a 
child’s wellbeing is negatively affected by a technology, it is also the parent’s auton-
omy that suffers. When fairness is undermined by algorithmic bias, it is a segment 
of society whose autonomy may be affected. When democracy is undermined by the 
generation and targeting of fake news, national autonomy may be threatened.

We argue that, in order for AI products to be considered responsible, and to, 
therefore, be successful in the longer term, they need to consider their impact within 
all of the above mentioned spheres—including life and society—both by anticipat-
ing potential impact, and then evaluating it regularly once the technology is in use. 
In Table 2.1 we summarise various types of impact on autonomy arising from the 
use of YouTube and present these against the METUX spheres of technology 
experience.

2.9  �Discussion: Ethics in the Design of AI Systems

In this chapter we have described how the METUX model’s “Spheres of Technology 
Experience” might contribute to clearer thinking, analysis and design in relation to 
human autonomy within AI systems. We have proposed that the spheres present a 
useful starting point for applying necessary dimensionality to these discussions. 
The METUX model also provides instruments that could be used to measure the 
differential impacts of different design decisions on users at each level. In order to 
illustrate this point, we described how the model might be applied in the context of 
YouTube, a familiar AI case study.

In conclusion, if we are to be guided by both philosophers and psychologists 
with regard to an ethical future for technology, than there is no way forward without 
an understanding of human autonomy and ways to safeguard it through design. 
Understanding the phenomenological experience of autonomous behaviour as well 
as the multifaceted and layered ways in which users of technologies can be 
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controlled or supported in acting autonomously (sometimes in parallel) are essen-
tial. Pursuit of this understanding must proceed at both a universal and at context-
specific levels as patterns will exist across many technologies, yet each 
implementation of AI will also have a unique set of contextual issues specific to it. 

Table 2.1  Spheres of technology experience for YouTube with examples of factors likely to 
impact autonomy in each

Sphere of experience Support for autonomy Compromise to autonomy

Adoption
To what extent is 
technology adoption 
autonomously 
motivated?

Most users adopt YouTube 
autonomously as it is primarily used for 
entertainment and self-guided learning, 
rather than as an obligatory tool for 
work or communication.

Some users (publishers) may 
feel pressured to use 
YouTube over other video 
platforms (e.g. Vimeo) 
owing to market dominance.

Interface
To what extent does 
direct interaction with 
the technology (i.e., via 
the user interface) 
impact autonomy.

“10 seconds back” and “skip ad” 
buttons allow users more refined 
control over content. Controls are also 
provided for adjusting data input to 
recommendation systems.

There is no way to skip the 
beginning of ads (coercive); 
videos will autoplay 
(without user consent) unless 
the setting is turned off (an 
opt out).

Tasks
What are the 
technology specific 
tasks? How do they 
impact on autonomy?

Tasks such as subscribing to channels 
and ‘liking’ allow users to customise 
content. Searching provides access to 
nearly endless content options.

Deception through clickbait 
leads to unintended activity;
Recommender system results 
limit options, may distort 
social norms and may 
change behaviours online 
and offline.

Behaviour
How does the 
technology impact 
autonomy with respect 
to the behaviour it 
supports?

YouTube contributes to users’ ability to 
engage in a number of behaviours, for 
example, for educate or entertain 
themselves. Others are able to share 
media in order to communicate, work, 
or engage in a hobby in whole new 
ways.

Strategies for increasing user 
engagement increase the risk 
of overuse or “addiction”.
Some “educational” content 
on YouTube may be 
deliberately or inadvertently 
misleading.
Users may not be aware of 
how YouTube uses the media 
they uploaded to it (and what 
rights they retain).

Life
How does the 
technology influence the 
user’s experience of 
autonomy in life 
overall?

Greater opportunities for entertainment, 
education and work flexibility can have 
an impact on one’s overall life.

Instances of radicalization 
exist. Some videos may 
promote unhealthy or 
dangerous behaviours.

Social
To what extent does the 
technology impact on 
experiences of 
autonomy beyond the 
user and across 
society?

People have more potential to 
communicate, find like others, and 
organise. Societal trends are formed 
and shaped.

Due to its reach, YouTube 
videos can influence public 
opinion and politics, and 
rapidly spread sources of 
disinformation.
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Knowledge in these areas will contribute to informing evidence-based strategies for 
(more ethical) autonomy-supportive design. In sum, we hope the work presented 
herein can help contribute to a future in which technologies that leverage machine 
autonomy do so to better support human autonomy.
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